\(\theta\)-MRF: Capturing Spatial and Semantic Structure in the Parameters for Scene Understanding

Congcong Li, Ashutosh Saxena, Tsuhan Chen
Cornell University, Ithaca, NY 14853, United States
c1758@cornell.edu, asaxena@cs.cornell.edu, tsuhan@ece.cornell.edu

Abstract

For most scene understanding tasks (such as object detection or depth estimation), the classifiers need to consider contextual information in addition to the local features. We can capture such contextual information by taking as input the features/attributes from all the regions in the image. However, this contextual dependence also varies with the spatial location of the region of interest, and we therefore need a different set of parameters for each spatial location. This results in a very large number of parameters. In this work, we model the independence properties between the parameters for each location and for each task, by defining a Markov Random Field (MRF) over the parameters. In particular, two sets of parameters are encouraged to have similar values if they are spatially close or semantically close. Our method is, in principle, complementary to other ways of capturing context such as the ones that use a graphical model over the labels instead. In extensive evaluation over two different settings, of multi-class object detection and of multiple scene understanding tasks (scene categorization, depth estimation, geometric labeling), our method beats the state-of-the-art methods in all the four tasks.

1 Introduction

Most scene understanding tasks (e.g., object detection, depth estimation, etc.) require that we exploit contextual information in addition to the local features for predicting the labels. For example, a region is more likely to be labeled as a car if the region below is labeled as road. I.e., we have to consider information in a larger area around the region of interest. Furthermore, the location of the region in the image could also have a large effect on its label, and on how it depends on the neighboring regions. For example, one would look for sky or clouds when looking for an airplane; however if one sees grass or a runway, then there may still be an airplane (e.g., when the airplane is on the ground)—here the contextual dependence of the airplane classifier changes based on object’s location in the image.

We can capture such contextual information by using features from all the regions in the image, and then also train a specific classifier of each spatial location for each object category. However, the dimensionality of the feature space would become quite large,\(^1\) and training a classifier with limited training data would not be effective. In such a case, one could reduce the amount of context captured to prevent overfitting. For example, some recent works [22, 33, 37] use context by encoding input features, but are limited by the amount of context area they can handle.

In our work, we do not want to eliminate the amount of context captured. We therefore keep the large number of parameters, and model the interaction between the parameters of the classifiers at different locations and different tasks. For example, the parameters of two neighboring locations are similar. The key contribution of our work is to note that two parameters may not ascribe a directionality to the interaction between them. These interactions are sparse, and we represent these interactions as an undirected graph where the nodes represent the parameters for each location (for each task) and

\(^1\) As an example, consider the problem of object detection with many categories: we have 107 object categories which may occur in any spatial location in the image. Even if we group the regions into 64 \((8 \times 8)\) spatial locations, the total number of parameters will be \(107 \times 64 \times K\) (for \(K\) features each). This is rather large, e.g., in our multi-class object detection task this number would be about 47.6 million (see Section 4).
the edges represent the interaction between the parameters. We call this representation a $\theta$-MRF, i.e., a Markov Random Field over the parameters. This idea is, in principle, complementary to previous works that capture context by capturing the correlation between the labels. Note that our goal is not to directly compare against such models. Instead, we want to answer the question: How far can we go with just modeling the interactions between the parameters?

The edges in our $\theta$-MRF not only connect spatial neighbors but also semantic neighbors. In particular, if two tasks are highly correlated, their parameters given to the same image context should be similar. For example, oven is often next to the dishwasher (in a kitchen scene), therefore they should share similar context, indicating that they can share their parameters. These semantic interactions between the parameters from different tasks also follow the undirected graph. Just like object labels are often modeled as conditionally independent of other non-contextual objects given the important context, the corresponding parameters can also be modeled similarly.

There has been a large body of work that capture contextual information in many different ways which are often complementary to ours. These methods range from capturing the correlation between labels using a graphical model to introduce different types of priors on the labels (based on location, prior knowledge, etc.). For example, a graphical model (directed or undirected) is often used to model the dependency between different labels [29, 40, 19, 17]. Informative priors on the labels are also commonly used to improve performance (e.g., [47]). Some previous works enforce priors on the parameters as a directed graph [46, 32], but our model offers a different and perhaps a more relevant perspective than a directed model, in terms of the independence properties modeled.

We extensively evaluate our method on two different settings. First, we consider the task of labeling 107 object categories in the SUN09 dataset, and show that our method gets better performance than the state-of-the-art methods even when with simple regression as the learning model. Second, we consider the multiple tasks of scene categorization, depth estimation and geometry labeling, and again show that our method gets comparable or better performance than the state-of-the-art methods when we use our method with simple regression. Furthermore, we show that our performance is much higher as compared to just using other methods of putting priors on the parameters.

2 Related Work

There is a large body of work that leverages contextual information. We possibly cannot do justice to literature, but we mention a few here. Various sources of context have been explored, ranging from the global scene layout, interactions between regions to local features. To incorporate scene-level information, Torralba et al. [47] use the statistics of low-level features across the entire scene to prime object detection. Hoiem et al. [24] and Saxena et al. [45] use 3D scene information to provide priors on potential object locations. Li et al. [32] propose a hierarchical model to make use of contextual information between tasks on different levels. There are also generic approaches [22, 31] that leverage related tasks to boost the overall performance, without requiring considerate insight into specific tasks.

Many works also model context to capture the local interactions between neighboring regions [23, 35, 28], objects [48, 14], or both [16, 10, 2]. Object co-occurrence statistics have also been captured in several ways, e.g., using a CRF [40, 19, 17]. Desai et al. [9] combine individual classifiers by considering spatial interactions between the object detections, and solve a unified multi-class object detection problem through a structured discriminative approach. Other ways to share information across categories include sharing representations [12, 30], sharing training examples between categories [36, 15], sharing parameters [26, 27], and so on. Our work lies in the category of sharing parameters, aiming at capturing the dependencies in the parameters for relevant vision applications.

There are several regularization methods when the number of parameters is quite large, e.g., based on L2 norms [6] and Lasso shrinkage methods [42]. Liang et al. [34] present an asymptotic analysis of smooth regularizers. Recent works [26, 1, 18, 25] place interesting priors on parameters. Jalali et al. [26] do multi-task learning by expressing the parameters as a sum of two parts: shared and specific to the task, which combines the $l_\infty$ penalty and $l_1$ penalty to get block-sparse and element-wise sparse components in the parameters. Negahban and Wainright [38] provide analysis of when $l_{1,\infty}$ norm could be useful. Kim and Xing [27] use a tree to construct the hierarchy of multi-task outputs, and then use the tree-guided group lasso to regularize the multi-task regression. In contemporary work [43], Salakhutdinov et al. learn a hierarchy to share the hierarchical parameters for the object appearance models. Our work is motivated by this direction of work, and our focus is to capture spatial and semantic sharing in parameters using undirected graphical models that have appropriate independence properties.
Bayesian priors over parameters are also quite commonly used. For example, [3] uses Dirichlet priors for parameters of a multinomial and normal distribution respectively. In fact, there is a huge body of work on using non-informative priors distributions over parameters [4]—this is particularly useful when the amount of data is not enough to train the parameters. If all the distributions involved (including the prior distribution) are Gaussian, the parameters follow certain useful statistical properties like Markov properties [41, 21, 8]. In applications, [46] considers capturing relationships between the different classification models, indexed by \( \Theta \). Let \( \Theta \) be the set \( \{ \Theta_k, \ldots, \Theta_k, \ldots, \Theta_k \} \) and \( k = 1, \ldots, K \).

In previous work (also see Section 2), several priors have been used on the parameters. Such priors are often in the form of imposing a distribution with some other hyper parameters—this corresponds to a directed graphical model over the parameters. On the other hand, we express relationships between two parameters of the distribution, which does not necessarily involve hyper parameters. This also allows us to capture interesting independence properties.

### 3 Our Approach: \( \theta \)-MRF

In order to give better intuition, we use the multi-class object detection task as an illustrative example. (Later we will describe and apply it to other scene understanding problems.) Let us consider the \( K \)-class object detection. We uniformly divide an image into \( L \) grids. We then have a binary classifier, whose output is \( y_{k,\ell} \in \{0, 1\} \) that indicates the presence of the \( k^{th} \) object at the \( \ell^{th} \) grid in the \( n^{th} \) image. Let \( x(n) \) be the features (or attributes) extracted from \( n \)-th image, and let the parameters of the classifier be \( \Theta_k \). Let \( \Theta_k = (\theta_{k,1}, \ldots, \theta_{k,L}) \) and let \( \Theta \) be the set \( \{ \Theta_k \} \), \( k = 1, \ldots, K \).

Let \( P(y_{k,\ell} | x(n), \theta_{k,\ell}) \) be the probability of the output given the input features and the parameters. In order to find the classifier parameters, one typically solves an optimization problem, such as:

\[
\min_{\Theta} \sum_n \sum_{k,\ell} - \log P(y_{k,\ell} | x(n), \theta_{k,\ell}) + R(\Theta)
\]

where \( R(\Theta) \) is a regularization term (e.g., \( \lambda \| \Theta \|^2 \) with \( \lambda \) as a tuning parameter) (In Bayesian view, it is a prior on the parameters that could be informative or non-informative.) Let us use \( J(\theta_{k,\ell}) = - \log P(y_{k,\ell} | x(n), \theta_{k,\ell}) \) to indicate the cost of the data dependent term \( \theta_{k,\ell} \). The exact form of \( J(\theta_{k,\ell}) \) would depend on the particular learning model being used over the labels \( y \)'s. For example, for logistic regression it would be \( J(\theta_{k,\ell}) = - \log \left( \frac{1}{1 + e^{-\theta_{k,\ell}^T x(n)}} \right)^{y_{k,\ell}} \left( 1 - \frac{1}{1 + e^{-\theta_{k,\ell}^T x(n)}} \right)^{1 - y_{k,\ell}} \).

Motivated by the earlier discussion, we want to model the interactions between the parameters of the different classification models, indexed by \( \{k, \ell\} \) that we merge into one index \( \{m\} \).

In this work, we represent these interactions as an undirected graph \( G \) where each node \( m \) represents the parameters \( \theta_m \). The edges \( E \) in this graph would represent the interaction between two sets of parameters \( \theta_k \) and \( \theta_j \). These interactions are often sparse. We call this graph \( \theta \)-MRF. Eq. 1 can now be viewed as optimizing the energy function of the MRF over the parameters. I.e.,

\[
\min_{\Theta} \sum_{m \in G} J(\theta_m) + \sum_{i,j \in E} R(\theta_i, \theta_j)
\]

where \( J(\theta_m) \) is now the node potential, and the term \( R(\theta_i, \theta_j) \) corresponds to the edge potentials. Note this idea of MRF is quite complementary of other modeling structures one may impose over \( y \)'s—which may itself be an MRF. This \( \theta \)-MRF is different from the label-based MRFs whose variables \( y \)'s are often in low-dimension. In our parameter-based MRF, each node constitutes high-dimensional variables \( \theta_m \). One nice property of having an MRF over parameters is that there is no increase in complexity of the inference problem.

In previous work (also see Section 2), several priors have been used on the parameters. Such priors are often in the form of imposing a distribution with some other hyper parameters—this corresponds to a directed model on the \( \Theta \) and in some application scenarios they may not be able to express the desired conditional independence properties and therefore may be sub-optimal. Our \( \theta \)-MRF is
largely a non-informative prior, and also corresponds to some regularization methods. See Section 5 for experimental comparisons with different forms of priors. Having presented this general notion of $\theta$-MRF, we will now describe two types of interactions that it models well in the following.

**Spatial interactions.** Intuitively the parameters of the classifiers at neighboring spatial regions (for the same object category) should share their parameters. To model this type of interactions between parameters, we introduce edges on the $\theta$-MRF that connect the spatially neighboring nodes, as shown in Figure 1-left. Note that the spatial edges only couple the parameters of the same task together. This type of edge does not exist across tasks. We define the edge potential as follows.

$$R(\theta_i, \theta_j) = \begin{cases} \lambda_{opt}||\theta_i - \theta_j||_p & \text{if } \theta_i \text{ and } \theta_j \text{ are spatial neighbors for a task} \\
0 & \text{otherwise} \end{cases}$$

where $\lambda_{opt}$ is a tuning factor for the spatial interactions. When $p \geq 1$, this potential has the nice property of being convex. Note that such a potential has been extensively used in an MRF over labels, e.g., [44]. Note that this potential does not make the original learning problem in Equation 1 any “harder.” In fact, if the original objective $J(\theta)$ is convex, then the overall problem still remains convex. In this work, we consider $p = 1$ and $p = 2$.

In addition to connecting the parameters for neighboring locations, we also encourage the sharing between the elements of a parameter vector that correspond to spatially neighboring inputs. The intuition is described in the following example. Assume we have the presence of the object “road” at the different regions of an image as attributes. In order to learn a car detector with these attributes as inputs, we would like to give similar high-weights to the neighboring regions in the car detector output. We call this source-based spatial grouping, as compared to target-based spatial grouping that we described in the previous paragraph. We found that this also gives us a contextual map (i.e., parameters that map the feature/attributes in the neighboring regions) that is more spatially structured. This interaction happens within the same node in the graph, therefore it is equivalent to adding an extra term to the node potential on the $\theta$-MRF.

$$J_{new}(\theta_m) = J(\theta_m) + \lambda_{src} \sum_{t1} \sum_{t2 \in Nr(t1)} ||\theta_{t1}^{\ell1} - \theta_{t2}^{\ell2}||_p$$

where $\theta_{t1}^{\ell1}$ and $\theta_{t2}^{\ell2}$ corresponds the weights given to the $t1^{th}$ and the $t2^{th}$ feature inputs. $t2 \in Nr(t1)$ means that the respective features are the same type of attributes form neighboring regions. Equation 3 can be reformed as $J_{new}(\theta_m) = J(\theta_m) + \lambda_{src} ||T\theta_m||_p$, where $T$ indicates the linear transform matrix that computes the difference in the neighbors. $\lambda_{src}$ is a tuning factor for the source interactions.

**Semantic interactions.** We not only connect the parameters for spatial neighbors of the same task, but also consider the semantic neighbors across tasks. Motivated by the conditional independency in the object labels which suggests that given the important context the presence of an object is independent of other non-contextual objects, we can encode such properties in our $\theta$-MRF. As shown in Figure 1-left. Note that in our framework we have the road classifier and the car classifier take the same features as input, which are extracted from all regions of the images to capture long-range context. Since the high concurrence of these two objects, their corresponding detectors should be activated simultaneously. Therefore, the parameter for detecting “road” at a bottom region of the image, can partly share with the parameter for detecting “car” above the bottom region. Assume we already know the dependency between the objects, we introduce the semantic edge potential of the $\theta$-MRF, as shown in Figure 1-right.

$$R(\theta_i, \theta_j) = \begin{cases} \lambda_{smn} w_{ij} ||\theta_i - \theta_j||_p & \text{if } \theta_i \text{ and } \theta_j \text{ are semantic neighbors} \\
0 & \text{otherwise} \end{cases}$$

where $w_{ij}$ indicates the strength of the semantic dependency between these two parameters and $\lambda_{smn}$ is a tuning factor for the semantic interactions. In the following we discuss how to find the semantic connections and the weights $w$’s.

**Finding the semantic neighbors.** We first calculate the positive correlations between the tasks from the ground-truth training data. If two tasks are highly positively correlated, they are likely to share some of the parameters. In order to model how they share parameters, we model the relative spatial relationship between the positive outputs of the two tasks. For example, assume we have two highly co-occurring object categories, indexed by $k_1$ and $k_2$. From the training data, we learn the relative spatial distribution map of the presence of the $k_1^{th}$ object, given the $k_2^{th}$ object in the center. We then find out the top $M$ highest response regions on the map, each of which has a relative location $\Delta \ell$.

...
and co-occurring response \( w \). Therefore, the parameters of the \( k \)th object that satisfy these relative locations, have semantic edges with \( \theta_{k_i,j_1} \).

**Learning and Optimization.** \( R(\Theta) \) couples the different independent parameters. Typically, the total number of parameters is quite large in an application (e.g., 47.6 million in one of our applications, see Section 4). Running an optimization algorithm jointly on all the parameters would either not be feasible or have very slow convergence in practice. Since the parameters follow conditional independence assumptions and also follow a nice topological structure, we can optimize more connected subsets of the parameters separately, and then iterate. These separate sub-problems can also run in parallel. In our implementation, \( R(\Theta) \)’s and \( J(\theta_m) \) are convex, and such a decomposed algorithm for optimizing the parameters is guaranteed to converge to the global optima [5].

4 Applications

We apply our \( \theta \)-MRF on two different settings: 1) object detection on the SUN09 dataset [7]; 2) multiple scene understanding tasks (scene categorization, geometric labeling, depth estimation), comparing to the cascaded classification models (CCM) [22, 31].

**Object Detection.** The task of object detection is to recognize and localize objects of interest in an image. We use the SUN 09 dataset introduced in [7], which has 4,367 training images and 4,317 test images. Choi et al. [7] use an additional set of 26,000 images to train baseline detectors [13], and select 107 object categories to evaluate their contextual model. We follow the same settings as [7], i.e., we use the same baseline object detector outputs as the attribute inputs for our algorithm, the same training/testing data, and the same evaluation metrics. For evaluation, a predicted bounding box is considered correct if it overlaps the ground-truth bounding box (in the intersection/union sense) by more than 50%. We compute the average precision (AP) of the precision-recall curve for each category, and compute the mean AP across categories as the overall performance.

We use each of the baseline object detectors to produce a \( 8 \times 8 \) detection map, with each element indicating the confidence (between 0 and 1) of the object’s presence at the respective region. We also define 107 scene categories, where the \( t \)th \((t = 1, \ldots, 107) \) scene category indicates the type of scene containing the \( t \)th object category. We train a logistic regression classifier for each scene category. The 107 \( 8 \times 8 \) object maps and the 107 scene classifier outputs together form a 69,555-dimension feature vector, as the attribute inputs for our algorithm. The setup is shown in Figure 2.

We divide an image into \( 8 \times 8 \) regions. Our algorithm learns a region-specific contextual model for each object category, resulting in a specific classifier of each region for each category. The \( 8 \times 8 \) division is determined based on the criteria that more than 70% of the training data contain bounding boxes no smaller than a single grid. We use a linear model for each classifier. So we have 69,555\( \times 8 \times 8 \times 107 = 476,278,460 \) parameter dimensions in total. Our \( \theta \)-MRF captures the independencies between these parameters based on location and semantics. For the \( t \)th region, it is labeled as positive for the \( k \)th object category if it satisfies: overlap \((O_k, R_t) / \min \{\text{area}(R_t), \text{area}(O_k)\} > 0.3\), where \( O_k \) means a bounding-box instantiation of the \( k \)th object category and \( R_t \) means the \( t \)th grid cell. Negative examples are sampled from the false positives of the baseline detectors. We apply the trained classifiers to the test images, and gain the object detection maps. To create bounding-box based results, we use the candidate bounding boxes created by the baseline detectors, and average the scores gained from our algorithm within the bounding box as the confidence score for the candidate.

**Multiple Scene Understanding Tasks.** We consider the task of estimating different types of labels in a scene: scene categorization, geometry labeling, and depth estimation. We compose these three tasks in the feed-forward cascaded classification models (CCM) [22]. CCM creates repeated instantiations of each classifier on multiple layers of a cascade, where the latter-layer classifiers take the outputs of the previous-layer classifiers as input. The previous CCM algorithms [22, 31] consider sharing information across tasks, but do not consider the sharing between categories or between
Table 1: Performance of object recognition and detection on SUN09 dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>Object Recognition (% AP)</th>
<th>Object Detection (% AP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance</td>
<td>5.34</td>
<td>N/A</td>
</tr>
<tr>
<td>Baseline (w/o context)</td>
<td>17.9</td>
<td>7.06</td>
</tr>
<tr>
<td>Single model per object</td>
<td>22.3</td>
<td>8.02</td>
</tr>
<tr>
<td>Independent model</td>
<td>22.9</td>
<td>8.18</td>
</tr>
<tr>
<td>$\theta$-MRF ($l_2$-regularized)</td>
<td>26.4</td>
<td>8.76</td>
</tr>
<tr>
<td>$\theta$-MRF ($l_1$-regularized)</td>
<td>27.0</td>
<td>8.93</td>
</tr>
</tbody>
</table>

Table 2: Performance of scene categorization, geometric labeling, and depth estimation in CCM.

<table>
<thead>
<tr>
<th>Model</th>
<th>Scene Categorization (% AP)</th>
<th>Geometric Labeling (% AP)</th>
<th>Depth Estimation (RMSE in m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chance</td>
<td>24.5</td>
<td>13.3</td>
<td>24.6</td>
</tr>
<tr>
<td>Baseline (w/o context)</td>
<td>83.8</td>
<td>86.2</td>
<td>16.7</td>
</tr>
<tr>
<td>State-of-the-art [31]</td>
<td>86.1</td>
<td>88.9</td>
<td>15.2</td>
</tr>
<tr>
<td>CCM [22] (our implementation)</td>
<td>83.8</td>
<td>87.0</td>
<td>16.5</td>
</tr>
<tr>
<td>$\theta$-MRF ($l_2$-regularized)</td>
<td>85.7</td>
<td>88.6</td>
<td>15.3</td>
</tr>
<tr>
<td>$\theta$-MRF ($l_1$-regularized)</td>
<td>86.3</td>
<td>89.2</td>
<td>15.2</td>
</tr>
</tbody>
</table>

For the three tasks we consider, we use the same datasets and 2-layer settings as [31]. For scene categorization, we classify 8 different categories on the MIT outdoor scene dataset [39]. We consider two semantic groups: man-made (tall building, inside city, street, highway) and natural (coast, open-country, mountain and forest). Semantic edges are introduced between the parameters within each group. We train a logistic classifier for each scene category. This gives us a total of 8 parameter vectors for scene categorization task. We evaluate the performance by measuring the accuracy of assigning the correct scene label to an image.

For depth estimation, we train a specific linear regression model for every region of the image (with uniformly divided 11 × 10 regions), and incorporate the spatial grouping on both the second-layer inputs and outputs. This gives us a total of 110 parameter vectors for the depth estimation task. We evaluate the performance by computing the root mean square error of the estimated depth with respect to ground truth laser scan depth using the Make3D Range Image dataset [44].

For geometry labeling, we use the dataset and the algorithm by [24] as the first-layer geometric labeling module, and use a single segmentation with about 100 segments/image. On the second-layer, we train a logistic regression classifier for every region of the image (with uniformly divided 16 × 16 regions), and incorporate the spatial grouping on both the second-layer inputs and outputs. This gives us a total of 768 parameter vectors. We then assign the geometric label to each segment based on the average confidence scores within the segment. We evaluate the performance by computing the accuracy of assigning the correct geometric label to a pixel.

5 Experiments

We evaluate the proposed algorithm on two applications: (1) object recognition and detection on SUN09 dataset with 107 object categories; (2) the multi-task cascaded structure that composes scene categorization, depth estimation and geometric labeling on multiple datasets as described in Section 4. The training of our algorithm takes 6-7 hours for object detection/recognition and 3-4 hours for multi-task cascade. The attribute models in (1) and the first-layer base classifiers in (2) are pre-trained. The complexity of our inference is no more than constant times of the complexity of inference of an individual classifier. Furthermore, the inference for different classifiers can be easily parallelized. For example, a base object detector [13] takes about 1.5 second to output results for an image. Our algorithm, taking the outputs of the base detectors as input, only requires an overhead of less than 0.2 second.

5.1 Overall performance on multiple tasks in CCM structure.

Table 2 shows the performance of different methods on the three tasks composed into the cascaded classification model (CCM) [22]. “Baseline” means the individual classifier for each task on the first layer; “State-of-the-art” corresponds to the state-of-the-art algorithm for each sub-task respectively for that specific dataset, and “CCM” corresponds to the second-layer output for each sub-task in the CCM structure. The results are computed as the average performance over 6-fold cross validation. With the semantic and spatial regularization, our proposed $\theta$-MRF algorithm improves significantly over the CCM algorithm that also uses the same set of tasks for prediction. Finally, we perform better than the state-of-the-art algorithms on two tasks and comparably for the third.

Is $\theta$-MRF “complementary” to label-MRF? In this experiment, we also consider the MRF over labels [44] together with our $\theta$-MRF for depth estimation. The combination results in a lower root-mean-square-error (RMSE) of 15.0m as compared to 15.2m for $\theta$-MRF alone and 16.0m for label-MRF alone. This indicates that our method is complementary to the traditional MRF over labels.

5.2 Overall performance on SUN09 object detection.

Table 1 gives the performance of different methods on SUN09 dataset, for both object recognition (predicting the object presence) and object detection (predicting the object location).
Figure 3: Examples showing that infrequent object categories share parameters with frequent object categories.

- Baseline (w/o context): the baseline object detectors trained by [13], which are also used to generate the initial detection results used as inputs for our algorithm and the state-of-the-art algorithm.
- Single model: a single classifier is trained for each object category, not varying across different locations. In the following, if not specified, we use a $l_1$-regularized linear regression as the classifier.
- Independent model: this means an independent classifier is trained for the presence of an object for each region. There is no information sharing between the models belonging to different locations of the same category, or different categories.
- State-of-the-art: This is the tree-based graphical model proposed in [7], which explicitly models the object dependencies based on labels and detector outputs. \(^2\)
- The proposed $\theta$-MRF algorithm, which shares the models spatially within an object category and semantically across various objects. We evaluate both the $l_1$ and $l_2$ regularization on the potentials.

Table 1 shows the location-specific model (Independent) is better than the general model (Single model), which confirms our intuition that the contextual model is location-specific. Furthermore, our approach that shares parameters spatially and semantically significantly outperforms the independent model without these regularizations. We also note that our algorithm can achieve comparable performance to the state-of-the-art algorithm, without explicitly modeling the probabilistic dependency between the objects labels.

We study the relative improvement of the proposed parameter sharing algorithm over the non-parameter-sharing algorithm (Independent model in Table 1) on object categories with different number of training samples in the SUN09 object recognition task. The relative improvement on object categories with less than 200 training samples is 34.2%, while the improvement on objects with more than 200 training samples is 11.5%. Our parameter sharing algorithm helps the infrequent objects implicitly make use of the data of frequent objects to learn better models.

We give two examples in Fig. 3, focusing on two infrequent object categories: van and awning, respectively. The histogram in the figures shows the number of training instances for each object category. The color bar shows the correlation between the learned parameter of the object with the parameters for other objects. The redder indicates the higher correlation between the parameters of the respective categories. Figure 3-left shows that the van category has few training instances, turn out to share the parameters strongly with the categories of car, building and road. Similarly, Figure 3-right shows how the learned awning parameters with other categories. We note that in the dataset, awning and streetlight are not highly co-occurring, thus initially when we create the semantic groups, these two objects do not appear simultaneously in any group. However, the semantic groups containing streetlight and the semantic groups containing awning both contain objects like road, building, and car. Through our $\theta$-MRF algorithm, the sharing information can be transferred.

**Effect of different priors.** We compare our spatially-grouped and semantically-grouped regularization with other parameter sharing algorithms such as the prior-based algorithms in Figure 4.

---

Figure 5: Examples of the visual context learned from the proposed algorithm. Six examples are given. In each example, the left figure illustrates the task: whether the white region belongs to the target category. The following three figures shows the contextual inputs (showing the spatial map) which have the top ranked weights (highest positive elements of the parameters).

- Global prior (Fig. 4-left): all the classifiers share the prior $\beta_0$, and the parameter for a classifier is defined as: $\theta_{k,l} = \beta_0 + \beta_{k,l}$. Assuming zero-mean gaussian distribution for each $\beta$, we have the regularization term in Equation 1: $R(\Theta) = \sum_{k,l} R(\theta_{k,l}) = \sum_{k,l} (\lambda_0 ||\beta_0||_2 + \lambda_{k,l} ||\beta_{k,l}||_2)$.
- Spatial prior (Fig. 4-middle): the classifiers for the same object $O_k$ at different locations share a prior $\theta_{k,i,c}, \forall i, c$. Thus we have $R(\Theta) = \sum_{k,l} R(\theta_{k,l}) = \sum_{k,l} (\lambda_0 ||\beta_0||_2 + \lambda_{k,l} ||\beta_{k,l}||_2)$.
- Semantic prior (Fig. 4-right): the classifiers from the same semantic group share a prior $\beta_{G_i}$, and the parameter for a classifier is defined as: $\theta_{k,i} = \beta_{G_i} + \beta_{k,i}$, where $\theta_{k,i} \in G_i$. Thus we have $R(\Theta) = \sum_{k,l} R(\theta_{k,l}) = \sum_{k,l} (\lambda_{G_i} ||\beta_{G_i}||_2 + \lambda_{k,l} ||\beta_{k,l}||_2)$. The semantic groups are generated by an agglomerative clustering based on the co-occurrence of objects.
- Spatial $\theta$-MRF and Semantic $\theta$-MRF (Fig. 1): the proposed regularizations in Section 3 and $l - 2$ norm is used as the regularization form.

Table 3 shows that the proposed $\theta$-MRF algorithms outperform the prior-based algorithms in both the spatial-grouping and semantic-grouping settings. Sharing the only global prior across all tasks performs slightly better than the independent $l_2$ regularization based classifier. Modeling the spatial and semantic interactions by both methods (adding priors or adding edges) improve the performance, while the $\theta$-MRF based approach is more effective, especially with $l_1$ norm.

**Visual grouping.** Figure 5 illustrates the effect of our proposed parameter sharing. For each object in a location, we show the top three contextual inputs learned by our approach. In Figure 5-left, we show where the highest positive weights locate in order to detect shoes at different regions. We note that to detect shoes in top part of the image, shelves, closet and box are the most important contextual inputs; while floor and wall play a more important role in detecting shoes at the bottom of the image. The results also show that the two neighboring shoe regions (row 2 and row 3) share similar context, while far-away ones (row 1) do not. This reflects our target-based spatial interaction within the parameter-MRF.

In Figure 5-right, we show a group of parameters (corresponding to different regions for oven, refrigerator, and sink) that share semantic edges with each other on the parameter-MRF. We note that they share the high weights given to stove at the bottom-right and microwave at the middle-left. All these objects have very few training examples. With the proposed semantic constraint, they can implicitly leverage information from each other in the training stage. Besides we also note the spatially smooth effect on the figures, which is resulted from our source-based spatial interactions.

**Conclusion.** We propose a method to capture structure in the parameters by designing an MRF over parameters. Our evaluations show that our method performs better than the current state-of-the-art algorithms on four different tasks (that were specifically designed for the respective tasks). Note that our method is complementary to the techniques state-of-the-art methods use for the respective tasks (e.g., MRF on the labels for depth estimation), and we believe that one can get even higher performance by combining our $\theta$-MRF technique with the respective state-of-the-art techniques.
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