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Abstract

We show a principled way of deriving online learning algorithms from a minimax analysis. Various upper bounds on the minimax value, previously thought to be non-constructive, are shown to yield algorithms. This allows us to seamlessly recover known methods and to derive new ones, also capturing such “unorthodox” methods as Follow the Perturbed Leader and the $R^2$ forecaster. Understanding the inherent complexity of the learning problem thus leads to the development of algorithms. To illustrate our approach, we present several new algorithms, including a family of randomized methods that use the idea of a “random playout”. New versions of the Follow-the-Perturbed-Leader algorithms are presented, as well as methods based on the Littlestone’s dimension, efficient methods for matrix completion with trace norm, and algorithms for the problems of transductive learning and prediction with static experts.

1 Introduction

This paper studies the online learning framework, where the goal of the player is to incur small regret while observing a sequence of data on which we place no distributional assumptions. Within this framework, many algorithms have been developed over the past two decades [6]. More recently, a non-algorithmic minimax approach has been developed to study the inherent complexities of sequential problems [2, 1, 15, 20]. It was shown that a theory in parallel to Statistical Learning can be developed, with random averages, combinatorial parameters, covering numbers, and other measures of complexity. Just as the classical learning theory is concerned with the study of the supremum of empirical or Rademacher process, online learning is concerned with the study of the supremum of martingale processes. While the tools introduced in [15, 17, 16] provide ways of studying the minimax value, no algorithms have been exhibited to achieve these non-constructive bounds in general.

In this paper, we show that algorithms can, in fact, be extracted from the minimax analysis. This observation leads to a unifying view of many of the methods known in the literature, and also gives a general recipe for developing new algorithms. We show that the potential method, which has been studied in various forms, naturally arises from the study of the minimax value as a certain relaxation. We further show that the sequential complexity tools introduced in [15] are, in fact, relaxations and can be used for constructing algorithms that enjoy the corresponding bounds. By choosing appropriate relaxations, we recover many known methods, improved variants of some known methods, and new algorithms. One can view our framework as one for converting a non-constructive proof of an upper bound on the value of the game into an algorithm. Surprisingly, this allows us to also study such “unorthodox” methods as Follow the Perturbed Leader [10], and the recent method of [7] under the same umbrella with others. We show that the idea of a random playout has a solid theoretical basis, and that Follow the Perturbed Leader algorithm is an example of such a method. Based on these developments, we exhibit an efficient method for the trace norm matrix completion problem, novel Follow the Perturbed Leader algorithms, and efficient methods for the problems of online transductive learning. The framework of this paper gives a recipe for developing algorithms. Throughout the paper, we stress that the notion of a relaxation, introduced below, is not appearing out of thin air but rather as an upper bound on the sequential Rademacher complexity. The understanding of inherent complexity thus leads to the development of algorithms.
Let us introduce some notation. The sequence \( x_1, \ldots, x_t \) is often denoted by \( x_{1:t} \), and the set of all distributions on some set \( \mathcal{A} \) by \( \Delta(\mathcal{A}) \). Unless specified otherwise, \( \epsilon \) denotes a vector \((\epsilon_1, \ldots, \epsilon_T)\) of i.i.d. Rademacher random variables. An \( X \)-valued tree \( x \) of depth \( d \) is defined as a sequence \((x_1, \ldots, x_d)\) of mappings \( x_i : \{\pm 1\}^{i-1} \to X \) (see [15]). We often write \( x_i(\epsilon) \) instead of \( x_i(\epsilon_{1:t-1}) \).

### 2 Value, The Minimax Algorithm, and Relaxations

Let \( \mathcal{F} \) be the set of learner’s moves and \( \mathcal{X} \) the set of moves of Nature. The online protocol dictates that on every round \( t = 1, \ldots, T \) the learner and Nature simultaneously choose \( f_t \in \mathcal{F}, x_t \in \mathcal{X}, \) and observe each other’s actions. The learner aims to minimize regret \( \text{Reg}_T = \sum_{t=1}^T \ell(f_t, x_t) - \inf_{f \in \mathcal{F}} \sum_{t=1}^T \ell(f, x_t) \) where \( \ell : \mathcal{F} \times \mathcal{X} \to \mathbb{R} \) is a known loss function. Our aim is to study this online learning problem at an abstract level without assuming convexity or other such properties of \( \ell, \mathcal{F} \) and \( \mathcal{X} \). We do assume, however, that \( \ell, \mathcal{F} \), and \( \mathcal{X} \) are such that the minimax theorem in the space of distributions over \( \mathcal{F} \) and \( \mathcal{X} \) holds. By studying the abstract setting, we are able to develop general algorithmic and non-algorithmic ideas that are common across various application areas.

The starting point of our development is the minimax value of the associated online learning game:

\[
V_T(\mathcal{F}) = \inf_{q \in \Delta(\mathcal{F})} \sup_{x_t \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_t, x_t) - \inf_{f_t \in \mathcal{F}} \sup_{x_t \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_t, x_t) \tag{1}
\]

where \( \Delta(\mathcal{F}) \) is the set of distributions on \( \mathcal{F} \). The minimax formulation immediately gives rise to the optimal algorithm that solves the minimax expression at every round \( t \) and returns

\[
\arg\min_{q \in \Delta(\mathcal{F})} \left\{ \sup_{x_t \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_t, x_t) + \inf_{f_t \in \mathcal{F}} \sup_{x_t \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_t, x_t) \right\}
\]

Henceforth, if the quantification in \( \sup \) and \( \inf \) is omitted, it will be understood that \( f_t, x_t, q_t \) range over \( \mathcal{X}, \mathcal{F}, \Delta(\mathcal{X}), \Delta(\mathcal{F}) \), respectively. Moreover, \( \mathbb{E}_{x_t} \) is with respect to \( p_t \) while \( \mathbb{E}_{x_t} \) is with respect to \( q_t \). We now notice a recursive form for the value of the game. Define for any \( t \in [T-1] \) and any given prefix \( x_1, \ldots, x_t \in \mathcal{X} \) the conditional value

\[
V_T(\mathcal{F}|x_1, \ldots, x_t) = \inf_{q \in \Delta(\mathcal{F})} \sup_{x \in \mathcal{X}} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + V_T(\mathcal{F}|x_1, \ldots, x_t, x) \right\}
\]

with \( V_T(\mathcal{F}|x_1, \ldots, x_T) = -\inf_{f \in \mathcal{F}} \sum_{t=1}^T \ell(f, x_t) \) and \( V_T(\mathcal{F}) = V_T(\mathcal{F}|\{\}) \). The minimax optimal algorithm specifying the mixed strategy of the player can be written succinctly as

\[
q_t = \arg\min_{q \in \Delta(\mathcal{F})} \sup_{x \in \mathcal{X}} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + V_T(\mathcal{F}|x_1, \ldots, x_t, x) \right\}.
\tag{2}
\]

Similar recursive formulations have appeared in the literature [8, 13, 19, 3], but now we have tools to study the conditional value of the game. We will show that various upper bounds on \( V_T(\mathcal{F}|x_1, \ldots, x_{t-1}, x) \) yield an array of algorithms. In this way, the non-constructive approaches of [15, 16, 17] to upper bound the value of the game directly translate into algorithms. We note that the minimax algorithm in (2) can be interpreted as choosing the best decision that takes into account the present loss and the worst-case future. The first step in our analysis is to appeal to the minimax theorem and perform the same manipulation as in [1, 15], but only on the conditional values:

\[
V_T(\mathcal{F}|x_1, \ldots, x_t) = \sup_{p_{t+1} \in \mathcal{F}} \mathbb{E} \sum_{t'=1}^T \inf_{f_t \in \mathcal{F}} \sup_{x_{t+1:t'} \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_{t+1}, x_{t+1}) - \inf_{f_t \in \mathcal{F}} \sup_{x_{t+1:t'} \in \mathcal{X}} \mathbb{E} \sum_{t=1}^T \ell(f_{t+1}, x_{t+1}) \tag{3}
\]

The idea now is to come up with more manageable, yet tight, upper bounds on the conditional value. A relaxation \( \text{Rel}_T \) is a sequence of real-valued functions \( \text{Rel}_T(\mathcal{F}|x_1, \ldots, x_t) \) for each \( t \in [T] \). We call a relaxation \( \text{admissible} \) if for any \( x_1, \ldots, x_T \in \mathcal{X} \),

\[
\text{Rel}_T(\mathcal{F}|x_1, \ldots, x_t) \geq \inf_{q \in \Delta(\mathcal{F})} \sup_{x \in \mathcal{X}} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + \text{Rel}_T(\mathcal{F}|x_1, \ldots, x_t, x) \right\} \tag{4}
\]

for all \( t \in [T-1] \), and \( \text{Rel}_T(\mathcal{F}|x_1, \ldots, x_T) \geq -\inf_{f \in \mathcal{F}} \sum_{t=1}^T \ell(f, x_t) \). We use the notation \( \text{Rel}_T(\mathcal{F}) \) for \( \text{Rel}_T(\mathcal{F}|\{\}) \). A strategy \( q \) that minimizes the expression in (4) defines an optimal Meta-Algorithm for an admissible relaxation \( \text{Rel}_T \):

\[
q_t = \arg\min_{q \in \Delta(\mathcal{F})} \sup_{x \in \mathcal{X}} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + \text{Rel}_T(\mathcal{F}|x_1, \ldots, x_{t-1}, x) \right\}, \tag{5}
\]
play \( f_t \sim q_t \) and receive \( x_t \) from the opponent. Importantly, minimization need not be exact: any \( q_t \) that satisfies the admissibility condition (4) is a valid method, and we will say that such an algorithm is \textit{admissible with respect to the relaxation} \( \text{Rel}_T \).

**Proposition 1.** Let \( \text{Rel}_T \) be an admissible relaxation. For any admissible algorithm with respect to \( \text{Rel}_T \), (including the Meta-Algorithm), irrespective of the strategy of the adversary,

\[
\sum_{t=1}^{T} \mathbb{E}_{f_t \sim q_t} \ell(f_t, x_t) - \inf_{f \in \mathcal{F}} \sum_{t=1}^{T} \ell(f, x_t) \leq \text{Rel}_T(\mathcal{F}) ,
\]

and therefore, \( \mathbb{E}[\text{Reg}_T] \leq \text{Rel}_T(\mathcal{F}) \). If \( \ell(\cdot, \cdot) \) is bounded, the Hoeffding-Azuma inequality yields a high-probability bound on \( \text{Reg}_T \). We also have that \( \forall T(\mathcal{F}) \leq \text{Rel}_T(\mathcal{F}) \). Further, if for all \( t \in [T] \), the admissible strategies \( q_t \) are deterministic, \( \text{Reg}_T \leq \text{Rel}_T(\mathcal{F}) \).

The reader might recognize \( \text{Rel}_T \) as a potential function. It is known that one can derive regret bounds by coming up with a potential such that the current loss of the player is related to the difference in the potentials at successive steps, and that the regret can be extracted from the final potential. The origin/recipe for “good” potential functions has always been a mystery (at least to the authors). One of the key contributions of this paper is to show that they naturally arise as relaxations on the conditional Sequential Rademacher complexity.

The origin/recipe for “good” potential functions has always been a mystery (at least to the authors). One of the key contributions of this paper is to show that they naturally arise as relaxations on the conditional Sequential Rademacher complexity.

**Proposition 2.** The conditional Sequential Rademacher complexity is admissible.

We now show that several well-known methods arise as further relaxations on \( \text{Rel}_T \).

**Exponential Weights** [12, 21] Suppose \( \mathcal{F} \) is a finite class and \( \|\ell(f, x)\| \leq 1 \). In this case, a (tight) upper bound on sequential Rademacher complexity leads to the following relaxation:

\[
\text{Rel}_T(\mathcal{F}) \leq 2 \sup_{x} \mathbb{E}_{\epsilon_{t+1} \sim \epsilon_t} \left[ \sum_{t=1}^{T} \epsilon_t \ell(f, x_{t-1} (\epsilon_{t+1})) \right].
\]

**Proposition 3.** The relaxation (9) is admissible and \( \text{Rel}_T(\mathcal{F}) \leq \text{Rel}_T(\mathcal{F}) \).

Furthermore, it leads to a parameter-free version of the Exponential Weights algorithm, defined on round \( t+1 \) by the mixed strategy \( q_{t+1}(f) \propto \exp(-\lambda^* \sum_{s=1}^{t} \ell(f, x_s)) \) with \( \lambda^* \) the optimal value in (9). The algorithm’s regret is bounded by \( \text{Rel}_T(\mathcal{F}) \leq 2\sqrt{2T \log |\mathcal{F}|} \).

We point out that the exponential-weights algorithm arising from the relaxation (9) is a parameter-free algorithm. The learning rate \( \lambda^* \) can be optimized (via 1D line search) at each iteration.

**Mirror Descent** [4, 14] In the setting of online linear optimization [22], the loss is \( \ell(f, x) = \langle f, x \rangle \). Suppose \( \mathcal{F} \) is a unit ball in some Banach space and \( \mathcal{X} \) is the dual. Let \( \|\cdot\| \) be some \((2, C)\)-smooth norm on \( \mathcal{X} \) (in the Euclidean case, \( C = 2 \)). Using the notation \( \tilde{x}_{t-1} = \sum_{s=1}^{t-1} x_s \), a straightforward upper bound on sequential Rademacher complexity is the following relaxation:

\[
\text{Rel}_T(\mathcal{F}) \leq \sqrt{\|\tilde{x}_{t-1}\|^2 + \langle \nabla \|\tilde{x}_{t-1}\|^2, x_t \rangle + C(T-t+1)}
\]

\[1\]It is cumbersome to write out the indices on \( x_{s-1} (\epsilon_{t+1}) \) in (7), so we will instead use \( x_s(\epsilon) \) whenever this doesn’t cause confusion.
Proposition 4. The relaxation (10) is admissible and \( \mathcal{R}_{T}(F|x_1, \ldots, x_t) \leq \text{Rel}_{T}(F|x_1, \ldots, x_t) \).

It yields the update \( f_t = \frac{-\nabla \|x_t\|^2}{2\sqrt{\|x_t\|^4 + C(T-t+1)}} \) with regret bound \( \text{Rel}_{T}(F) \leq \sqrt{2CT} \).

We would like to remark that the traditional mirror descent update can be shown to arise out of an appropriate relaxation. The algorithms proposed are parameter free as the step size is tuned automatically. We chose the popular methods of Exponential Weights and Mirror Descent for illustration.

In the remainder of the paper, we develop new algorithms to show universality of our approach.

3 Classification

We start by considering the problem of supervised learning, where \( \mathcal{X} \) is the space of instances and \( \mathcal{Y} \) the space of responses (labels). There are two closely related protocols for the online interaction between the learner and Nature, so let us outline them. The “proper” version of supervised learning follows the protocol presented in Section 2: at time \( t \), the learner selects \( f_t \in F \), Nature simultaneously selects \( (x_t, y_t) \in \mathcal{X} \times \mathcal{Y} \), and the learner suffers the loss \( \ell(f(x_t), y_t) \). The “improper” version is as follows: at time \( t \), Nature chooses \( x_t \in \mathcal{X} \) and presents it to the learner as “side information”, the learner then picks \( y_t \in \mathcal{Y} \) and Nature simultaneously chooses \( y_t \in \mathcal{Y} \). In the improper version, the loss of the learner is \( \ell(y_t, y_t) \), and it is easy to see that we may equivalently state this protocol as the learner choosing any function \( f_t \in \mathcal{Y}^\mathcal{X} \) (not necessarily in \( F \)), and Nature simultaneously choosing \((x_t, y_t)\). We mostly focus on the “improper” version of supervised learning in this section. For the improper version, we may write the value in (1) as

\[
\mathcal{V}_{T}(F) = \sup_{x \in \mathcal{X}} \inf_{q \in \Delta(\mathcal{Y})} \sup_{y \in \mathcal{Y}} E \ldots \sup_{y \in \mathcal{Y}} E \left[ \sum_{t=1}^{T} \ell(y_t, y_t) - \inf_{f \in F} \sum_{t=1}^{T} \ell(f(x_t), y_t) \right]
\]

and a relaxation \( \text{Rel}_{T} \) is admissible if for any \((x_1, y_1), \ldots, (x_T, y_T) \in \mathcal{X} \times \mathcal{Y}\),

\[
\sup_{x \in \mathcal{X}} \sup_{q \in \Delta(\mathcal{Y})} \sup_{y \in \mathcal{Y}} \left\{ E \left[ \ell(y, y) + \text{Rel}_{T}(F)((x, y)) \right] \right\} \leq \text{Rel}_{T}(F)((x_1, y_1), \ldots, (x_T, y_T)) \tag{11}
\]

Let us now focus on binary prediction, i.e. \( \mathcal{Y} = \{\pm 1\} \). In this case, the supremum over \( y \) in (11) becomes a maximum over two values. Let us now take the absolute loss \( \ell(y, y) = |y - y| = 1 - yy \).

It yields the update

\[
f_t(\mathcal{F}) = \frac{-\nabla \|x_t\|^2}{2\sqrt{\|x_t\|^4 + C(T-t+1)}}
\]

as a possible relaxation. The admissibility condition (11) with the conditional Rademacher (13) as a relaxation would require us to upper bound

\[
\sup_{x, q} \inf_{\sigma} \max_{y \in \mathcal{Y}} \left\{ E \left[ \ell(y, y) + \text{Rel}_{T}(F)((x, y)) \right] \right\} \leq \text{Rel}_{T}(F)((x_1, y_1), \ldots, (x_T, y_T)) \tag{14}
\]

Define the function \( q(d, t) = \sum_{i=0}^{d} \binom{t}{i} \), which is shown in [15] to be the maximum size of an exact (zero) cover for a function class with the Littlestone’s dimension \( \text{Ldim} = d \). Given \( \{x_1, y_1\}, \ldots, \{x_t, y_t\} \) and \( \sigma = \{\sigma_1, \ldots, \sigma_t\} \in \{\pm 1\}^t \), let \( F_\sigma(x) = \{f \in F : f(x_i) = \sigma_i, \forall i \leq t\} \), the subset of functions that agree with the signs given by \( \sigma \) on the “past” data and let \( F_{x_1, \ldots, x_t} = \bigcup_{\sigma} F_\sigma \). The projection of \( \mathcal{F} \) onto \( x_1, \ldots, x_t \). Denote \( L_T(f) = \sum_{i=1}^{t} |f(x_i) - y_i| \) and \( L_T(\sigma) = \sum_{i=1}^{t} |\sigma_i - y_i| \) for \( \sigma \in \{\pm 1\}^t \). The following proposition gives a relaxation and an algorithm which achieves the \( O(\sqrt{\text{Ldim}(\mathcal{F})T \log T}) \) regret bound. Unlike the algorithm of [5], we do not need to run an exponential number of experts in parallel and only require access to an oracle that computes the Littlestone’s dimension.

---

2The extension to \( k \)-class prediction is immediate.
Proposition 5. The relaxation
\[ \text{Rel}_T(\mathcal{F}|(x', y')) = \frac{1}{\lambda} \log \left( \sum_{\sigma \in \mathcal{F}_{x', t}} g(\text{Ldim}(\mathcal{F}_t(\sigma)), T - t) \exp \{-\lambda L_{t-1}(\sigma)\} \right) + 2\lambda(T - t). \]
is admissible and leads to an admissible algorithm which uses weights \( q(-1) = 1 - q(+1) \) and
\[ q(+1) = \frac{\sum_{(\sigma, +1) \in \mathcal{F}_{x', t}} g(\text{Ldim}(\mathcal{F}_t(\sigma, +1)), T - t) \exp \{-\lambda L_{t-1}(\sigma)\}}{\sum_{(\sigma, \sigma) \in \mathcal{F}_{x', t}} g(\text{Ldim}(\mathcal{F}_t(\sigma, +1)), T - t) \exp \{-\lambda L_{t-1}(\sigma)\}}. \] (15)

There is a very close correspondence between the proof of Proposition 5 and the proof of the combinatorial lemma of [15], the analogue of the Vapnik-Chervonenkis-Sauer-Shelah result.

4 Randomized Algorithms and Follow the Perturbed Leader

We now develop a class of admissible randomized methods that arise through sampling. Consider the objective (5) given by a relaxation \( \text{Rel}_T \). If \( \text{Rel}_T \) is the sequential (or classical) Rademacher complexity, it involves an expectation over sequences of coin flips, and this computation (coupled with optimization for each sequence) can be prohibitively expensive. More generally, \( \text{Rel}_T \) might involve an expectation over possible ways in which the future might be realized. In such cases, we may consider a rather simple “random playout” strategy: draw the random sequence and solve only one optimization problem for that random sequence. The ideas of random playout have been discussed in previous literature for estimating the utility of a move in a game (see also [3]). We show that random playout strategy has a solid basis: for the examples we consider, it satisfies admissibility.

In many learning problems the sequential and the classical Rademacher complexities are within a constant factor of each other. This holds true, for instance, for linear functions in finite-dimensional spaces. In such cases, the relaxation \( \text{Rel}_T \) does not involve the supremum over a tree, and the randomized method only needs to draw a sequence of coin flips and compute a solution to an optimization problem slightly more complicated than ERM. We show that Follow the Perturbed Leader (FPL) algorithms [10] arise in this way. We note that FPL has been previously considered as a rather unorthodox algorithm providing some kind of regularization via randomization. Our analysis shows that it arises through a natural relaxation based on the sequential (and thus the classical) Rademacher complexity, coupled with the random playout idea. As a new algorithmic contribution, we provide a version of the FPL algorithm for the case of the decision sets being \( \ell_2 \) balls, with a regret bound that is independent of the dimension. We also provide an FPL-style method for the combination of \( \ell_1 \) and \( \ell_\infty \) balls. To the best of our knowledge, these results are novel.

The assumption below implies that the sequential and classical Rademacher complexities are within constant factor \( C \) of each other. We later verify that it holds in the examples we consider.

Assumption 1. There exists a distribution \( D \in \Delta(\mathcal{X}) \) and constant \( C \geq 2 \) such that for any \( t \in [T] \) and given any \( x_1, \ldots, x_{t-1}, x_{t+1}, \ldots, x_T \in \mathcal{X} \) and any \( \epsilon_{t+1}, \ldots, \epsilon_T \in \{\pm 1\} \),
\[ \sup_{p \in \Delta(\mathcal{X})} \sup_{x \sim D} \mathbb{E} \sup_{f \in \mathcal{F}} \left[ C_A t+1(f) - L_{t-1}(f) + \mathbb{E}_{x \sim p} [\ell(f, x)] - \ell(f, x_t) \right] \leq \mathbb{E} \sup_{x_1, x_T \sim D} \left[ C_A t+1(f) - L_{t-1}(f) \right] \]
where \( \epsilon_i \)'s are i.i.d. Rademacher, \( L_{t-1}(f) = \sum_{i=1}^{t-1} \ell(f, x_i) \), and \( A_t(f) = \sum_{i=t}^{T} \epsilon_i \ell(f, x_t) \).

Under the above assumption one can use the following relaxation
\[ \text{Rel}_T(\mathcal{F}|x_1, \ldots, x_t) = \mathbb{E}_{x_{t+1} \ldots x_T \sim D} \mathbb{E}_{x \sim D} \left[ C \sum_{i=t+1}^{T} \epsilon_i \ell(f, x_i) - \sum_{i=1}^{t} \ell(f, x_t) \right] \] (16)
which is a partially symmetrized version of the classical Rademacher averages.

The proof of admissibility for the randomized methods is quite curious – the forecaster can be seen as mimicking the sequential Rademacher complexity by sampling from the “equivalently bad” classical Rademacher complexity under the specific distribution \( D \) specified by the above assumption.

Lemma 6. Under Assumption 1, the relaxation in Eq. (16) is admissible and a randomized strategy that ensures admissibility is given by: at time \( t \), draw \( x_{t+1}, \ldots, x_T \sim D \) and \( \epsilon_{t+1}, \ldots, \epsilon_T \) and then:
(a) In the case the loss \( \ell \) is convex in its first argument and set \( \mathcal{F} \) is convex and compact, define
Lemma 9. The random draw from the unit sphere is likely to produce orthogonal directions. However, we do not argmin draws Rademacher random variables for any symmetric distribution. Consider the randomized algorithm that at each round 
the lemma shows a simple Follow the Perturbed Leader type algorithm with the associated regret bound. 

\[
\hat{q}_t = \arg\min_{q \in \Delta(F)} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + \sup_{f \in F} \left\{ C \sum_{i=t+1}^{\infty} \epsilon_i \ell(f, x_i) - \sum_{i=1}^{t-1} \ell(f, x_i) - \ell(f, x) \right\} \right\}
\]

(b) In the case of non-convex loss, sample \( f_t \) from the distribution 
\[
\hat{q}_t = \arg\min_{q \in \Delta(F)} \left\{ \mathbb{E} \left[ \ell(f, x) \right] + \sup_{f \in F} \left\{ C \sum_{i=t+1}^{\infty} \epsilon_i \ell(f, x_i) - \sum_{i=1}^{t-1} \ell(f, x_i) - \ell(f, x) \right\} \right\}
\]

The expected regret for the method is bounded by the classical Rademacher complexity:

\[
\mathbb{E} \left[ \text{Reg}_T \right] \leq C \mathbb{E}_{x_{1:T-D}} \mathbb{E} \left[ \sup_{f \in \mathcal{F}} \sum_{t=1}^{T} \epsilon_t \ell(f, x_t) \right]
\]

Of particular interest are the settings of static experts and transductive learning, which we consider in Section 5. In the transductive case, the \( x_i \)'s are pre-specified before the game, and in the static expert case – effectively absent. In these cases, as we show below, there is no explicit distribution \( D \) and we only need to sample the random signs \( \epsilon \)'s. We easily see that in these cases, the expected regret bound is simply two times the transductive Rademacher complexity.

The idea of sampling from a fixed distribution is particularly appealing in the case of linear loss, \( \ell(f, x) = \langle f, x \rangle \). Suppose \( \mathcal{X} \) is a unit ball in some norm \( \| \cdot \| \) in a vector space \( B \), and \( \mathcal{F} \) is a unit ball in the dual norm \( \| \cdot \|_* \). A sufficient condition implying Assumption 1 is then

**Assumption 2.** There exists a distribution \( D \in \Delta(\mathcal{X}) \) and constant \( C \geq 2 \) such that for any \( w \in B \),

\[
\sup_{x \in \mathcal{X}} \mathbb{E} \left[ \| w + 2 \epsilon \|_{x-p} \right] \leq \mathbb{E} \left[ \| w + C \epsilon \|_{x-t} \right]
\]

At round \( t \), the generic algorithm specified by Lemma 18 draws fresh Rademacher random variables \( \epsilon \) and \( x_{t+1}, \ldots, x_T \sim D \) and picks

\[
f_t = \arg\min_{f \in \mathcal{F}} \sup_{x \in \mathcal{X}} \left\{ \ell(f, x) + \| C \sum_{i=t+1}^{\infty} \epsilon_i x_i - \sum_{i=1}^{t-1} x_i \| \right\}
\]

We now look at \( \ell_2/\ell_{\infty} \) and \( \ell_1/\ell_{\infty} \) cases and provide corresponding randomized algorithms.

**Example : \( \ell_1/\ell_{\infty} \) Follow the Perturbed Leader** Here, we consider the setting similar to that in [10]. Let \( \mathcal{F} \subset \mathbb{R}^N \) be the \( \ell_1 \) unit ball and \( \mathcal{X} \) the (dual) \( \ell_{\infty} \) unit ball in \( \mathbb{R}^N \). In [10], \( \mathcal{F} \) is the probability simplex and \( \mathcal{X} = [0, 1]^N \) but these are subsumed by the \( \ell_1/\ell_{\infty} \) case. Next we show that any symmetric distribution satisfies Assumption 2.

**Lemma 7.** If \( D \) is any symmetric distribution over \( \mathbb{R}^N \), then Assumption 2 is satisfied by using the product distribution \( D^N \) and any \( C \geq 6/\mathbb{E}_{x_{1:T}} \| x \|_2 \). In particular, Assumption 2 is satisfied with a distribution \( D \) that is uniform on the vertices of the cube \( \{ \pm 1 \}^N \) and \( C = 6 \).

The above lemma is especially attractive with Gaussian perturbations as sum of normal random variables is again normal. Hence, instead of drawing \( x_{t+1}, \ldots, x_T \sim N(0, 1) \) on round \( t \), one can simply draw one vector \( X_t \sim N(0, T-t) \) as the perturbation. In this case, \( C \leq 8 \).

The form of update in Equation (20), however, is not in a convenient form, and the following lemma shows a simple Follow the Perturbed Leader type algorithm with the associated regret bound.

**Lemma 8.** Suppose \( \mathcal{F} \) is the \( \ell_1^N \) unit ball and \( \mathcal{X} \) the dual \( \ell_{\infty}^N \) unit ball, and let \( D \) be any symmetric distribution. Consider the randomized algorithm that at each round \( t \), freshly draws Rademacher random variables \( \epsilon_{t+1}, \ldots, \epsilon_T \) and \( x_{t+1}, \ldots, x_T \sim D^N \) and picks \( f_t = \arg\min_{f \in \mathcal{F}} \left\{ f, \sum_{i=1}^{t-1} x_i - C \sum_{i=t+1}^{T} \epsilon_i x_i \right\} \) where \( C = 6/\mathbb{E}_{x_{1:T}} \| x \|_2 \). The expected regret is bounded as :

\[
\mathbb{E} \left[ \text{Reg}_T \right] \leq C \mathbb{E}_{x_{1:T-D}} \mathbb{E} \left[ \sum_{i=t+1}^{T} \epsilon_i x_i \right]_2 + 4 \mathbb{E}_{y} \mathbb{P}_{y_{t+1:T-D}} \left( C \sum_{i=t+1}^{T} y_i \leq 4 \right)
\]

For instance, for the case of coin flips (with \( C = 6 \)) or the Gaussian distribution (with \( C = 3\sqrt{2\pi} \)) the bound above is \( 4C\sqrt{T \log N} \) as the second term is bounded by a constant.

**Example : \( \ell_2/\ell_2 \) Follow the Perturbed Leader** We now consider the case when \( \mathcal{F} \) and \( \mathcal{X} \) are both the unit \( \ell_2 \) ball. We can use as perturbation the uniform distribution on the surface of unit sphere, as the following lemma shows. This result was hinted at in [2], as in high dimensional case, the random draw from the unit sphere is likely to produce orthogonal directions. However, we do not require dimensionality to be high for our result.

**Lemma 9.** Let \( \mathcal{X} = \mathcal{F} \) be unit balls in Euclidean norm. Then Assumption 2 is satisfied with a uniform distribution \( D \) on the surface of the unit sphere with constant \( C = 4\sqrt{2} \).
As in the previous example the update in (20) is not in a convenient form and this is addressed below.

**Lemma 10.** Let \( \mathcal{X} \) and \( \mathcal{F} \) be unit balls in Euclidean norm, and \( D \) be the uniform distribution on the surface of the unit sphere. Consider the randomized algorithm that at each round (say round \( t \)) freshly draws \( x_{t+1}, \ldots, x_T \sim D \) and picks \( f_t = \left( -\sum_{i=1}^{t-1} x_i + C \sum_{i=t+1}^{T} x_i \right) / L \) where \( C = 4\sqrt{2} \) and scaling factor \( L = \left( \left| -\sum_{i=1}^{t-1} x_i + C \sum_{i=t+1}^{T} x_i \right| ^2 + 1 \right)^{1/2} \). The randomized algorithm enjoys a bound on the expected regret given by

\[
\mathbb{E}\left[ \text{Reg}_T \right] \leq C \mathbb{E}_{x_1, \ldots, x_T \sim D} \left[ \sum_{t=1}^{T} x_t \right]_2 \leq 4\sqrt{2t}.
\]

Importantly, the bound does not depend on the dimensionality of the space. To the best of our knowledge, this is the first such result for follow the Perturbed Leader style algorithms. Further, unlike [10, 6], we directly deal with the adaptive adversary.

### 5 Static Experts with Convex Losses and Transductive Online Learning

We show how to recover a variant of the \( R^2 \) forecaster of [7], for static experts and transductive online learning. At each round, the learner makes a prediction \( \hat{y}_t \in [-1, 1] \), observes the outcome \( y_t \in [-1, 1] \), and suffers convex \( L \)-Lipschitz loss \( \ell(f_t, y_t) \). Regret is defined as the difference between learner’s cumulative loss and \( \inf_{f \in \mathcal{F}} \sum_{i=1}^{T} \ell(f_t, y_t) \), where \( F \subset [-1, 1]^T \) can be seen as a set of static experts. The transductive setting is equivalent to this: the sequence of \( x_t \)'s is known before the game starts, and hence the effective function class is once again a subset of \([-1, 1]^T \). It turns out that in these cases, sequential Rademacher complexity becomes the classical Rademacher complexity (see [17]), which can thus be taken as a relaxation. This is also the reason that an efficient implementation by sampling is possible. For general convex loss, one possible admissible relaxation is just a conditional version of the classical Rademacher averages:

\[
\text{Rel}_T(F | y_1, \ldots, y_T) = \mathbb{E}_{x_{t+1:T}} \sup_{f \in \mathcal{F}} \left[ 2L \sum_{s=t+1}^{T} \epsilon_s f[s] - L_t(f) \right]
\]

where \( L_t(f) = \sum_{i=1}^{T} \ell(f_s, y_s) \). If \( \epsilon_1 \) is used as a relaxation, the calculation of prediction \( \hat{y}_t \) involves a supremum over \( f \in \mathcal{F} \) with (potentially nonlinear) loss functions of instances seen so far. In some cases this optimization might be hard and it might be preferable if the supremum only involves terms linear in \( f \). To this end we start by noting that by convexity

\[
\sum_{t=1}^{T} \ell(\hat{y}_t, y_t) - \inf_{f \in \mathcal{F}} \sum_{t=1}^{T} \ell(f(x_t), y_t) \leq \sum_{t=1}^{T} \partial \ell(\hat{y}_t, y_t) \cdot \hat{y}_t - \inf_{f \in \mathcal{F}} \sum_{t=1}^{T} \partial \ell(\hat{y}_t, y_t) \cdot f[t]
\]

One can now consider an alternative online learning problem which, if we solve, also solves the original problem. More precisely, the new loss is \( F \) and scaling factor \( L \). This is also the reason that an efficient implementation by sampling is possible. For general convex loss, one possible admissible relaxation is just a conditional version of the classical Rademacher averages:

\[
\text{Rel}_T(F | \ell(\hat{y}_t, y_t)) = \mathbb{E}_{x_{t+1:T}} \sup_{f \in \mathcal{F}} \left[ 2L \sum_{s=t+1}^{T} \epsilon_s f[s] - \sum_{i=1}^{t} \partial \ell(\hat{y}_t, y_t) \cdot f[s] \right]
\]

as a linearized form of (21). At round \( t \), the prediction of the algorithm is then

\[
\hat{y}_t = \mathbb{E}\left[ \sup_{f \in \mathcal{F}} \left\{ \sum_{i=t+1}^{T} \epsilon_i f[i] - \frac{1}{2T} \sum_{i=t+1}^{T} \partial \ell(\hat{y}_t, y_t) f[i] + \frac{1}{2} f[t] \right\} - \sup_{f \in \mathcal{F}} \left\{ \sum_{i=t+1}^{T} \epsilon_i f[i] - \frac{1}{2T} \sum_{i=t+1}^{T} \partial \ell(\hat{y}_t, y_t) f[i] - \frac{1}{2} f[t] \right\} \right]
\]

**Lemma 11.** The relaxation in Eq. (23) is admissible w.r.t. the prediction strategy specified in Equation (24). Further the regret of the strategy is bounded as

\[
\text{Reg}_T \leq 2L \mathbb{E}_{\epsilon} \left[ \sup_{f \in \mathcal{F}} \sum_{t=1}^{T} \epsilon_t f[t] \right]
\]

This algorithm is similar to \( R^2 \), with the main difference that \( R^2 \) computes the infima over a sum of absolute losses, while here we have a more manageable linearized objective. While we need to evaluate the expectation over \( \epsilon_t \)'s on each round, we can estimate \( \hat{y}_t \) by sampling \( \epsilon_t \)’s and using McDiarmid’s inequality argue that the estimate is close to \( \hat{y}_t \) with high probability. The randomized prediction is now given simply as: on round \( t \), draw \( \epsilon_{t+1}, \ldots, \epsilon_T \) and predict

\[
\hat{y}_t(\epsilon) = \inf_{f \in \mathcal{F}} \left\{ -\sum_{i=t+1}^{T} \epsilon_i f[i] + \frac{1}{2T} \sum_{i=t+1}^{T} \ell(f[i], y_i) + \frac{1}{2} f[t] \right\} - \inf_{f \in \mathcal{F}} \left\{ -\sum_{i=t+1}^{T} \epsilon_i f[i] + \frac{1}{2T} \sum_{i=t+1}^{T} \ell(f[i], y_i) - \frac{1}{2} f[t] \right\}
\]

We now show that this predictor enjoys regret bound of the transductive Rademacher complexity :
Lemma 12. The relaxation specified in Equation (21) is admissible w.r.t. the randomized prediction strategy specified in Equation (25), and enjoys bound $\mathbb{E}[\text{Reg}_T] \leq 2L \mathbb{E}_t [\sup_{f \in \mathcal{F}} \sum_{t=1}^T \epsilon_t f(t)]$.

6 Matrix Completion

Consider the problem of predicting unknown entries in a matrix, in an online fashion. At each round $t$ the adversary picks an entry in an $m \times n$ matrix and a value $y_t$ for that entry. The learner then chooses a predicted value $\hat{y}_t$, and suffers loss $\ell(y_t, \hat{y}_t)$, assumed to be $\rho$-Lipschitz. We define our regret with respect to the class $\mathcal{F}$ of all matrices whose trace-norm is at most $B$ (namely, we can use any such matrix to predict just by returning its relevant entry at each round). Usually, one has $B = \Theta(\sqrt{mn})$. Consider a transductive version, where we know in advance the location of all entries we need to predict. We show how to develop an algorithm whose regret is bounded by the (transductive) Rademacher complexity of $\mathcal{F}$, which by Theorem 6 of [18], is $O(B\sqrt{n})$ independent of $T$. Moreover, in [7], it was shown how one can convert algorithms with such guarantees to obtain the same regret even in a “fully” online case, where the set of entry locations is unknown in advance.

In this section we use the two alternatives provided for transductive learning problem in the previous subsection, and provide two alternatives for the matrix completion problem. Both variants proposed here improve on the one provided by the $R^2$ forecaster in [7], since that algorithm competes against the smaller class $\mathcal{F}'$ of matrices with bounded trace-norm and bounded individual entries, and our variants are also computationally more efficient. Our first variant also improves on the recently proposed method in [9] in terms of memory requirements, and each iteration is simpler: Whereas that method requires storing and optimizing full $m \times n$ matrices every iteration, our algorithm only requires computing spectral norms of sparse matrices (assuming $T \ll mn$, which is usually the case). This can be done very efficiently, e.g. with power iterations or the Lanczos method.

Our first algorithm follows from Eq. (24), which for our setting gives the following prediction rule:

$$\hat{y}_t = B \mathbb{E}_\epsilon \left[ \left( \left\| \sum_{i=1}^T \epsilon_i x_i - \frac{1}{2p} \sum_{i=1}^{t-1} \frac{1}{2p} \sum_{i=1}^{t-1} \partial \ell(\hat{y}_i, y_i) x_i + \frac{1}{2} x_i \right\|_F - \left\| \sum_{i=1}^T \epsilon_i x_i - \frac{1}{2p} \sum_{i=1}^{t-1} \frac{1}{2p} \sum_{i=1}^{t-1} \partial \ell(\hat{y}_i, y_i) x_i - \frac{1}{2} x_i \right\|_F \right) \right] (26)$$

In the above $\| \cdot \|_F$ stands for the spectral norm and each $x_i$ is a matrix with a 1 at some specific position and 0 elsewhere. Notice that the algorithm only involves calculation of spectral norms on each round, which can be done efficiently. As mentioned in previous subsection, one can approximately evaluate the expectation by sampling several $\epsilon$’s on each round and averaging. The second algorithm follows (25), and is given by first drawing $\epsilon$ at random and then predicting

$$\hat{y}_t(\epsilon) = \sup_{\|f\|_2 \leq B} \left\{ \sum_{i=1}^T \epsilon_i f[x_i] - \frac{1}{2p} \sum_{i=1}^{t-1} \ell(f[x_i], y_i) + \frac{1}{2} f[x_i] \right\} - \sup_{\|f\|_2 \leq B} \left\{ \sum_{i=1}^T \epsilon_i f[x_i] - \frac{1}{2p} \sum_{i=1}^{t-1} \ell(f[x_i], y_i) - \frac{1}{2} f[x_i] \right\}$$

where $\|f\|_2$ is the trace norm of the $m \times n$ $f$, and $f[x_i]$ is the entry of the matrix $f$ at the position $x_i$. Notice that the above involves solving two trace norm constrained convex optimization problems per round. As a simple corollary of Lemma 12, together with the bound on the Rademacher complexity mentioned earlier, we get that the expected regret of either variant is $O(B \rho (\sqrt{m} + \sqrt{n}))$.

7 Conclusion

In [2, 1, 15, 20] the minimax value of the online learning game has been analyzed and non-constructive bounds on the value have been provided. In this paper, we provide a general constructive recipe for deriving new (and old) online learning algorithms, using techniques from the apparently non-constructive minimax analysis. The recipe is rather simple: we start with the notion of conditional sequential Rademacher complexity, and find an “admissible” relaxation which upper bounds it. This relaxation immediately leads to an online learning algorithm, as well as to an associated regret guarantee. In addition to the development of a unified algorithmic framework, our contributions include (1) a new algorithm for online binary classification whenever the Littlestone dimension of the class is finite; (2) a family of randomized online learning algorithms based on the idea of a random playout, with new Follow the Perturbed Leader style algorithms arising as special cases; and (3) efficient algorithms for trace norm based online matrix completion problem which improve over currently known methods.
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