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Abstract

We study how to automatically select and adapt multiple abstractions or representations of the world to support model-based reinforcement learning. We address the challenges of transfer learning in heterogeneous environments with varying tasks. We present an efficient, online framework that, through a sequence of tasks, learns a set of relevant representations to be used in future tasks. Without predefined mapping strategies, we introduce a general approach to support transfer learning across different state spaces. We demonstrate the potential impact of our system through improved jumpstart and faster convergence to near optimum policy in two benchmark domains.

1 Introduction

In reinforcement learning (RL), an agent autonomously learns how to make optimal sequential decisions by interacting with the world. The agent’s learned knowledge, however, is task and environment specific. A small change in the task or the environment may render the agent’s accumulated knowledge useless; costly re-learning from scratch is often needed.

Transfer learning addresses this shortcoming by accumulating knowledge in forms that can be reused in new situations. Many existing techniques assume the same state space or state representation in different tasks. While recent efforts have addressed inter-task transfer in different action or state spaces, specific mapping criteria have to be established through policy reuse [7], action correlation [14], state abstraction [22], inter-space relation [16], or other methods. Such mappings are hard to define when the agent operates in complex environments with large state spaces and multiple goal states, with possibly different state feature distributions and world dynamics. To efficiently accomplish varying tasks in heterogeneous environments, the agent has to learn to focus attention on the crucial features of each environment.

We propose a system that tries to transfer old knowledge, but at the same time evaluates new options to see if they work better. The agent gathers experience during its lifetime and enters a new environment equipped with expectations on how different aspects of the world affect the outcomes of the agent’s actions. The main idea is to allow an agent to collect a library of world models or representations, called views, that it can consult to focus its attention in a new task. In this paper, we concentrate on approximating the transition model. The reward model library can be learned in an analogous fashion. Effective utilization of the library of world models allows the agent to capture the transition dynamics of the new environment quickly; this should lead to a jumpstart in learning and faster convergence to a near optimal policy. A main challenge is in learning to select a proper view for a new task in a new environment, without any predefined mapping strategies.

We will next formalize the problem and describe the method of collecting views into a library. We will then present an efficient implementation of the proposed transfer learning technique. After
discussing related work, we will demonstrate the efficacy of our system through a set of experiments in two different benchmark domains.

2 Method

In RL, a task environment is typically modeled as a Markov decision process (MDP) defined by a tuple \((S, A, T, R)\), where \(S\) is a set of states; \(A\) is a set of actions; \(T : S \times A \times S \rightarrow [0, 1]\) is transition function, such that \(T(s, a, s') = P(s'|s, a)\) indicates the probability of transiting to a state \(s'\) upon taking an action \(a\) in state \(s\); \(R : S \times A \rightarrow \mathcal{R}\) is a reward function indicating immediate expected reward after an action \(a\) is taken in state \(s\). The goal is then to find a policy \(\pi\) that specifies an action to perform in each state so that the expected accumulated future reward (possibly giving higher weights to more immediate rewards) for each state is maximized [18]. In model-based RL, the optimal policy is calculated based on the estimates of the transition model \(T\) and the reward model \(R\) which are obtained by interacting with the environment.

A key idea of this work is that the agent can represent the world dynamics from its sensory state space in different ways. Such different views correspond to the agent’s decisions to focus attention on only some features of the state in order to quickly approximate the state transition function.

2.1 Decomposition of transition model

To allow knowledge transfer from one state space to another, we assume that each state \(s\) in all the state spaces can be characterized by a \(d\)-dimensional feature vector \(f(s) \in \mathbb{R}^d\). The states themselves may or may not be factored. We use the idea in situation calculus [11] to decompose the transition model \(T\) in accordance with the possible action effects. In the RL context, an action will stochastically create an effect that determines how the current state changes to the next one [2, 10, 14]. For example, an attempt to move left in a grid world may cause the agent to move one step left or one step forward, with small probabilities. The relative changes in states, “moved left” and “moved forward”, are called effects of the action.

Formally, let us call MDP with a decomposed transition model CMDP (situation Calculus MDP), CMDP is defined by a tuple \((S, A, E, \tau, \eta, f, R)\) in which the transition model \(T\) has been replaced by the the terms \(E, \tau, \eta, f\), where \(E\) is an effect set and \(f\) is a function from states to their feature vectors. \(\tau : S \times A \times E \rightarrow [0, 1]\) is an action model such that \(\tau(s, a, e) = P(e | f(s), a)\) indicates the probability of achieving effect \(e\) upon performing action \(a\) at state \(s\). Notice that the probability of effect \(e\) depends on state \(s\) only through the features \(f(s)\). While the agent needs to learn the effects of the action, it is usually assumed to understand the meaning of the effects, i.e., how the effects turn each state into a next state. This knowledge is captured in a deterministic function \(\eta : S \times E \rightarrow S\). Different effects \(e\) will change a state \(s\) to a different next state \(s' = \eta(s, e)\). The MDP transition model \(T\) can be reconstructed from the CMDP by the equation:

\[
    T(s, a, s'; \tau) = P(s' | f(s), a) = \tau(s, a, e),
\]

where \(e\) is the effect of action \(a\) that takes \(s\) to \(s'\), if such an \(e\) exists, otherwise \(T(s, a, s'; \tau) = 0\).

The benefit of this decomposition is that while there may be a large number of states, there is usually a limited number of definable effects of actions, and those are assumed to depend only on some features of the states and not on the actual states themselves. We can therefore turn the learning of the transition model into a supervised online classification problem that can be solved by any standard online classification method. More specifically, the classification task is to predict the effect \(e\) of an action \(a\) in a state \(s\) with features \(f(s)\).

2.2 A multi-view transfer framework

In our framework, the knowledge gathered and transferred by the agent is collected into a library \(\mathcal{T}\) of online effect predictors or views.

A view consists of a structure component \(\hat{f}\) that picks the features which should be focused on, and a quantitative component \(\Theta\) that defines how these features should be combined to approximate the distribution of action effects. Formally, a view is defined as \(\tau = (\hat{f}, \Theta)\), such that \(P(E|S, a; \tau) = P(E|\hat{f}(S), a; \Theta) = \tau(S, a, E)\), in which \(\hat{f}\) is an orthogonal projection of \(f(s)\) to some subspace.
of $R^d$. Each view $\tau$ is specialized in predicting the effects of one action $a(\tau) \in A$ and it yields a probability distribution for the effects of the action $a$ in any state. This prediction is based on the features of the state and the parameters $\Theta(\tau)$ of the view that may be adjusted based on the actual effects observed in the task environment.

We denote the subset of views that specify the effects for action $a$ by $T^a \subset T$. The main challenge is to build and maintain a comprehensive set of views that can be used in new environments likely resembling the old ones, but at the same time allow adaptation to new tasks with completely new transition dynamics and feature distributions.

At the beginning of every new task, the existing library is copied into a working library which is also augmented with fresh, uninformed views, one for each action, that are ready to be adapted to new tasks. We then select, for each action, a view with a good track record. This view is used to estimate the optimal policy based on the transition model specified in Equation 1, and the policy is used to pick the first action $a$. The action effect is then used to score all the views in the working library and to adjust their parameters. In each round the selection of views is repeated based on their scores, and the new optimal policy is calculated based on the new selections. At the end of the task, the actual library is updated by possibly recruiting the views that have “performed well” and retiring those that have not. A more rigorous version of the procedure is described in Algorithm 1.

### 2.2.2 Growing the library

After completing a task, the highest scoring new views for each action are considered for recruiting into the actual library. The winning “newbies” are automatically accepted. In this case, the data has most probably come from the distribution that is far from the any current models, otherwise one of the current models would have had an advantage to adapt and win.

---

**Algorithm 1** TES: Transferring Expectations using a library of views

**Input:** $T = \{\tau_1, \tau_2, \ldots\}$: view library; CMDP $j$: a new $j^{th}$ task; $\Phi$: view goodness evaluator

Let $T_0$ be a set of fresh views - one for each action

$T_{\text{tmp}} \leftarrow T \cup T_0$ /* THE WORKING LIBRARY FOR THE TASK */

for all $a \in A$ do $\hat{T}[a] \leftarrow \arg\max_{\tau \in T} \Phi(\tau, a)$ end for /* SELECTING VIEWS */

for $t = 0, 1, 2, \ldots$ do

$\pi(t) \leftarrow \hat{\pi}(s_i)$, where $\hat{\pi}$ is obtained by solving MDP using transition model $\hat{T}$

for all $a \in A$ do $\pi(t) \leftarrow \arg\max_{\tau \in T} \Phi(\tau, a)$ end for /* SELECTING VIEWS */

for all $\tau \in T_{\text{tmp}}$ do $\text{Score}[^{\tau}] \leftarrow \text{Score}[^{\tau}] + \log \tau(s_i, a, e_i)$ end for

for all $\tau \in T_{\text{tmp}}$ do Update view $\tau$ based on $(f(s_i), a, e_i)$ end for

$\hat{T}[a] \leftarrow \arg\max_{\tau \in T_{\text{tmp}}} \text{Score}[\tau]$ /* SELECTING VIEWS */

end for

for all $a \in A$ do $\tau^* \leftarrow \arg\max_{\tau \in T_{\text{tmp}}} \text{Score}[\tau]$;

$T^a \leftarrow \text{growLibrary}(T^a, \tau^*, \text{Score}, j)$ /* UPDATING LIBRARY */

end for

if $|T| > M$ then $T \leftarrow T - \{\arg\min_{\tau \in T} \Phi(\tau, a)\}$ end if /* PRUNING LIBRARY */

---

**2.2.1 Scoring the views**

To assess the quality of a view $\tau$, we measure its predictive performance by a cumulative log-score. This is a proper score [12] that can be effectively calculated online.

Given a sequence $D^a = (d_1, d_2, \ldots, d_N)$ of observations $d_i = (s_i, a, e_i)$ in which action $a$ has resulted in effect $e_i$ in state $s_i$, the score for an $a$-specialized $\tau$ is

$$S(\tau, D^a) = \sum_{i=1}^{N} \log \tau(s_i, a, e_i; \theta^i(\tau)),$$

where $\tau(s_i, a, e_i; \theta^i(\tau))$ is the probability of event $e_i$ given by the event predictor $\tau$ based on the features of state $s_i$ and the parameters $\theta^i(\tau)$ that may have been adjusted using previous data $(d_1, d_2, \ldots, d_{i-1})$.

**2.2.2 Growing the library**

After completing a task, the highest scoring new views for each action are considered for recruiting into the actual library. The winning “newbies” are automatically accepted. In this case, the data has most probably come from the distribution that is far from the any current models, otherwise one of the current models would have had an advantage to adapt and win.
The winners $\tau^*$ that are adjusted versions of old views $\bar{\tau}$ are accepted as new members if they score significantly higher than their original versions, based on the logarithm of the prequential likelihood ratio [5] $A(\tau^*, \bar{\tau}) = S(\tau^*, D^\tau) - S(\bar{\tau}, D^\bar{\tau})$. Otherwise, the original versions $\bar{\tau}$ get their parameters updated to the new values. This procedure is just a heuristic and other inclusion and updating criteria may well be considered. The policy is detailed in Algorithm 2.

### Algorithm 2 Grow sub-library $T^a$

<table>
<thead>
<tr>
<th>Input: $T^a$, $\tau^<em>$, $Score$, $j$: task index; $c$: constant; $H_{\tau^</em>} =$ ${}$: empty history record</th>
<th>Output: updated library subset $T^a$ and winning histories $H_{\tau^*}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>case $\tau^* \in T_0$ do</td>
<td>$T^a \leftarrow T^a \cup {\tau^<em>}$ /</em> ADD NEWBIE TO LIBRARY */</td>
</tr>
<tr>
<td>otherwise do</td>
<td>Let $\bar{\tau} \in T$ be the original, not adapted version of $\tau^*$.</td>
</tr>
<tr>
<td>case $Score[\bar{\tau}] - Score[\bar{\tau}] &gt; c$ do</td>
<td>$T^a \leftarrow T^a \cup {\tau^*}$</td>
</tr>
<tr>
<td>otherwise do</td>
<td>$T^a \leftarrow T^a \cup {\tau^*} - {\bar{\tau}}$</td>
</tr>
<tr>
<td>$H_{\tau^<em>} \leftarrow H_{\tau^</em>} \cup {j}$</td>
<td></td>
</tr>
</tbody>
</table>

### 2.2.3 Pruning the library

To keep the library relatively compact, a plausible policy is to remove views that have not performed well for a long time, possibly because there are better predictors or they have become obsolete in the new tasks or environments. To implement such a retiring scheme, each view $\tau$ maintains a list $H_{\tau}$ of task indices that indicates the tasks for which the view has been the best scoring predictor for its specialty action $a(\tau)$. We can then calculate the recency weighted track record for each view. In practice, we have adopted the procedure by Zhu et al. [27] that introduces the recency weighted score at time $T$ as

$$\Phi(\tau, T) = \sum_{t \in H_{\tau}} e^{-\mu(T-t)}$$

where $\mu$ controls the speed of decay of past success. Other decay functions could naturally also be used. The pruning can then be done by introducing a threshold for recency weighted score or always maintaining the top $M$ views.

### 3 A view learning algorithm

In TES, a view can be implemented by any probabilistic classification model that can be quickly learned online. A popular choice for representing the transition model in factored domains is the dynamic Bayesian network (DBN), but learning DBNs is computationally very expensive. Recent studies [24, 25] have shown encouraging results in learning the structure of logistic regression models that can serve as local structures of DBNs. While these models cannot capture all the conditional distributions, their simplicity allows fast online learning in very high dimensional spaces.

We introduce an online sparse multinomial logistic regression algorithm to incrementally learn a view. The proposed algorithm is similar to so called group-lasso [26] which has been recently suggested for feature selection among a very large set of features [25].

Assuming $K$ classes of vectors $x \in \mathbb{R}^d$, each class $k$ is represented with a $d$-dimensional prototype vector $W_k$. Classification of an input vector $x$ in logistic regression is based on how “similar” it is to the prototype vectors. Similarity is measured by the inner product $\langle W_k, x \rangle = \sum_{i=1}^{d} W_{ki}x_i$. The log probability of a class $y$ is defined by $\log P(y = k|x; W_k) \propto \langle W_k, x \rangle$. The classifier can then be parametrized by stacking the $W_k$ vectors as rows into a matrix $W = (W_1, ..., W_K)^T$.

An online learning system usually optimizes its probabilistic classification performance by minimizing a total loss function through updating its parameters over time. A typical item-wise loss function of a multinomial logistic regression classifier is $l(W) = -\log P(y|x; W)$, where $(y, x)$ denotes data item observed at time $t$. To achieve a parsimonious model in a feature-rich domain, we express our a priori belief that most features are superfluous by introducing a regularization term

---

1We report here the details of the method that should allow its replication. A more comprehensive description is available as a separate report in the supplementary material.
\[ \Psi(W) = \lambda \sum_i^d \sqrt{K} ||W_i||_2, \]

where \( ||W_i||_2 \) denotes the 2-norm of the \( i^{th} \) column of \( W \), and \( \lambda \) is a positive constant. This regularization is similar to that of group lasso [26]. It communicates the idea that it is likely that a whole column of \( W \) has zero values (especially, for large \( \lambda \)). A column of all zeros suggests that the corresponding feature is irrelevant for classification.

The objective function can now be written as \( \sum_{t=1}^T l(W^t, d^t) + \Psi(W^t) \), where \( W^t \) is the coefficient matrix learned using \( t - 1 \) previously observed data items. Inspired by the efficient dual averaging method [24] for solving lasso and group lasso [25] logistic regression, we extend the results to the multinomial case. Specifically, the loss minimizing sequence of parameter matrices \( W^t \) can be achieved by the following online update scheme.

Let \( G_{ki}^t \) be the derivatives of function \( l_t(W) \) with respect to \( W_{ki} \). \( G^t \) is a matrix of average partial derivatives \( \bar{G}^t = \frac{1}{t} \sum_{j=1}^t G_{ki}^j \), where \( G_{ki}^j = -x_{i}^j I(y^j = k) - P(k|x^j; W^{-1}) \).

Given a \( K \times d \) average gradient matrix \( \bar{G}^t \), and a regularization parameter \( \lambda > 0 \), the \( i^{th} \) column of the new parameter matrix \( W^{t+1} \) can be achieved as follows

\[
W_i^{t+1} = \begin{cases} 
0 & \text{if } ||\bar{G}_i^t||_2 \leq \lambda \sqrt{K}, \\
\frac{\sqrt{\alpha}}{\lambda} (\frac{\lambda \sqrt{K}}{||\bar{G}_i^t||_2} - 1) \bar{G}_i^t & \text{otherwise},
\end{cases}
\]

where \( \alpha > 0 \) is a constant. The update rule (2) dictates that when the length of the average gradient matrix column is small enough, the corresponding parameter column should be truncated to zero. This introduces feature selection into the model.

4 Related work

The survey by Taylor and Stone [20] offers a comprehensive exposition of recent methods to transfer various forms of knowledge in RL. Not much research, however, has focused on transferring transition models. For example, while superficially similar to our framework, the case-based reasoning approaches [4] [13] focus on collecting good decisions instead of building models of world dynamics. Taylor proposes TIMBREL [19] to transfer observations in a source to a target task via manually tailored inter-task mapping. Fernandez et al. [7] transfers a library of policies learned in previous tasks to bias exploration in new tasks. The method assumes a constant inter-task state space, otherwise a state mapping strategy is needed.

Hester and Stone [8] describe a method to learn a decision tree for predicting state relative changes which are similar to our action effects. They learn decision trees online by repeatedly applying batch learning. Such a sequence of classifiers forms an effect predictor that could be used as a member of our view library. This work, however, does not directly focus on transfer learning.

Multiple models have previously been used to guide behavior in non-stationary environments [6] [15]. Unlike our work, these studies usually assume a common concrete state space. In representation selection, Konidaris and Barto [9] focus on selecting the best abstraction to assist the agent’s skill learning, and Van et al. [21] study using multiple representations together to solve a RL problem. None of these studies, however, solve the problem of transferring knowledge in heterogeneous environments.

Atkeson and Santamaria introduce a locally weighted transfer learning technique called LWT to adapt previously learned transition models into a new situation [1]. This study is among the very few that actually consider transferring the transition model to a new task [20]. While their work is conducted in continuous state space using a fixed state similarity measure, it can be adapted to a discrete case. Doing so corresponds to adopting a fixed single view. We will compare our work with this approach in our experiments. This approach could also be extended to be compatible with our work by learning a library of state similarity measures and developing a method to choose among those similarities for each task.

Wilson et al. [23] also address the problem of transfer in heterogeneous environments. They formalize the problem as learning a generative Dirichlet process for MDPs and suggest an approximate solution using Gibbs sampling. Our method can be seen as a structure learning enhanced alternative implementation of this generative model. Our online-method is computationally more efficient, but the MCMC estimation should eventually yield more accurate estimates. Both models can also
be adjusted to deal with non-stationary task sources. The work by Wilson et al. demonstrates the method for reward models, and it is unclear how to extend the approach for transferring transition models. We will also compare our work with this hierarchical Bayes approach in our experiments.

5 Experiments

We examine the performance of our expectation transfer algorithm TES that transfers views to speed-up the learning process across different environments in two benchmark domains. We show that TES can efficiently: a) learn the appropriate views online, b) select views using the proposed scoring metric, c) achieve a good jump start, and d) perform well in the long run.

To better compare with some related work, we evaluate the performance of TES for transferring both transition models and reward models in RL. TES can be adapted to transfer reward models as follows: Assuming that the rewards follow a Gaussian distribution, a view of the expected reward model can be learned similarly as shown in section 3. We use an online sparse linear regression model instead of the multinomial logistic regression. Simply replacing matrix $W$ by a vector $w$, and using squared loss function, the coefficient update function can be found similar to that in Equation 2 [24]. When studying reward models, the transition models are assumed to be known.

5.1 Learning views for effective transfer

In the first experiment, we compare TES with the locally weighted LWT approach by Atkeson et al. [1] and the non-parametric hierarchical Bayesian approach HB by Wilson et al. [23] in transferring reward models. We adopt the same domain as described in Wilson et al.’s HB paper, but augment each state with 200 random binary features. The objective is to find the optimal route to a known goal state in a color maze. Assuming a deterministic transition model, the highest cumulative reward, determined by the colors around each cell/state, can be achieved on the optimal route.

Experiment set-up: Five different reward models are generated by normal Gaussian distributions, each depending on different sets of features. The start state is random. We run experiments on 15 tasks repeatedly 20 times, and conduct leave-one-task-out test. The maximum size $M$ of the views library, initially empty, is set to be 20; threshold $c$ for growing the library is set to be log 300. The parameters for view learning are: $\lambda = 0.05$ and $\alpha = 2.5$.

Table 1: Transfer of reward models: Cumulative reward in the first episodes; Time to solve 15 tasks (in minutes), in which each is run with 200 episodes. Map sizes vary from $20 \times 20$ to $30 \times 30$.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Tasks</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>HB</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LWT</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TES</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As seen in Table 1, TES on average wins over HB in 11 and LWT in 12 out of 15 tasks. In the $15 \times 20 = 300$ runs TES wins over HB 239 and over LWT 279 times, both yielding binomial test p-values less than 0.05. This demonstrates that TES can successfully learn the views and utilize them in novel tasks. Moreover, TES runs much faster than HB, and just slightly slower than LWT. Since HB does not learn the relevant features for model representation, it may overfit, and the knowledge learned cannot be easily generalized. It also needs a costly sampling method. Similarly, the strategy for LWT that tries to learn one common model for transfer in various tasks often does not work well.

5.2 Multi-view transfer in complex environments

In the second experiment, we evaluate TES in a more challenging domain, transferring transition models. We consider a grid-based robot navigation problem in which each grid-cell has the surface of either sand, soil, water, brick, or fire. In addition, there may be walls between cells. The surfaces and walls determine the stochastic dynamics of the world. However, the agent also observes numerous other features in the environment. The agent has to learn to focus on the relevant features to quickly achieve its goal. The goal is to reach any exit door in the world consuming as little energy as possible.
**Experiment set-up:** The agent can perform four actions (move up, down, left, right) which will lead it to one of the four states around it, or leave it to its current state if it bumps into a wall. The agent will spend 0.01 units of energy to perform an action. It loses 1 unit if falling into a fire, but gains 1 unit when reaching an exit door. A task ends when the agent reaches any exit door or fire.

We design fifteen tasks with grid sizes ranging from $20 \times 20$ to $30 \times 30$. Each task has a different state space and different terminal states. Each state (cell) also has 200 irrelevant random binary features, besides its surface materials and the walls around it. The tasks may have different dynamics as well as different distributions of the surface materials. In our experiments, the environment transition dynamics is generated using three different sets of multinomial logistic regression models so that every combination of cell surfaces and walls around the cell will lead to a different transition dynamics at the cell. The probability of going through a wall is rounded to zero and the freed probability mass is evenly distributed to other effects. The agent’s starting position is randomly picked in each episode.

We represent five effects of the actions: moved up, left, down, right, did not move. The maximum size $M$ of the view library, initially empty, is set to be 20; threshold $c = \log 300$. In a new environment, the TES-agent mainly relies on its transferred knowledge. However, we allow some $\epsilon$-greedy exploration with $\epsilon = 0.05$. The parameters for view learning algorithm are that $\lambda = 0.05$, $\alpha = 1.5$.

We conduct leave-one-out cross-validation experiment with fifteen different tasks. In each scenario the agent is first allowed to experience fourteen tasks, over 100 episodes in each, and it is then tested on the remaining one task. No recency weighting is used to calculate the goodness of the views in the library. We next discuss experimental results averaged over 20 runs showing 95% confidence intervals (when practical) for some representative tasks.

**Transferring expectations between homogeneous tasks.** To ensure that TES is capable of basic model transfer, we first evaluate it on a simple task to ensure that the learning algorithm in section 3 works. We train and test TES on two environments which have same dynamics and 200 irrelevant binary features that challenge agent’s ability to learn a compact model for transfer. Figure 1a shows how much the other methods lose to TES in terms of accumulated reward in the test task. loreRL is an implementation of TES equipped with the view learning algorithm that does not transfer knowledge. $fRmax$ is the factored $Rmax$ [3] in which the network structures of transition models are provided by an oracle [17]; its parameter $m$ is set to be 10 in all the experiments. $fEpsG$ is a heuristic in which the optimistic $Rmax$ exploration of $fRmax$ is replaced by an $\epsilon$-greedy strategy ($\epsilon = 0.1$). The results show that these oracle methods still have to spend time to learn the model parameters, so they gain less accumulated reward than TES. This also suggests that the transferred view of TES is likely not only compact but also accurate. Figure 1a further shows that loreRL and $fEpsG$ are more effective than $fRmax$ in early episodes.

**View selection vs. random views.** Figure 1b shows how different views lead to different policies and accumulated rewards over the first 50 episodes in a given task. The Rands curves show the accumulated reward difference to TES when the agent follows some random combinations of views from the library. For clarity we show only 5 such random combinations. For all these, the difference turns negative fast in the beginning indicating less reward in early episodes. We conclude that our view selection criterion outperforms random selection.

![Figure 1](image_url)  

**Figure 1:** Performance difference to TES in early trials in a) homogeneous, b) heterogeneous environments. c) Convergence.
Table 2: Cumulative reward after first episodes. For example, in Task 1 TES can save $(0.616 - 0.113)/0.01 = 50.3$ actions compared to LWT.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Tasks</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>loreRL</td>
<td></td>
<td>-0.681</td>
<td>-0.826</td>
<td>-0.814</td>
<td>-1.068</td>
<td>-0.575</td>
<td>-0.529</td>
<td>-0.398</td>
<td>-0.653</td>
<td>-0.518</td>
<td>-0.616</td>
<td>-0.244</td>
<td>-0.173</td>
<td>-1.176</td>
<td>-0.692</td>
<td></td>
</tr>
<tr>
<td>LWT</td>
<td></td>
<td>0.113</td>
<td>-0.966</td>
<td>-0.300</td>
<td>0.024</td>
<td>-1.205</td>
<td>-0.345</td>
<td>-1.104</td>
<td>-1.98</td>
<td>-0.057</td>
<td>-0.664</td>
<td>-0.230</td>
<td>1.228</td>
<td>0.034</td>
<td>0.244</td>
<td>0.564</td>
</tr>
<tr>
<td>TES</td>
<td></td>
<td>0.616</td>
<td>-0.369</td>
<td>0.230</td>
<td>0.044</td>
<td>-0.541</td>
<td>-0.784</td>
<td>-0.265</td>
<td>0.255</td>
<td>0.001</td>
<td>-0.298</td>
<td>1.161</td>
<td>-0.077</td>
<td>0.209</td>
<td>0.389</td>
<td>0.407</td>
</tr>
</tbody>
</table>

Multiple views vs. single view, and non-transfer. We compare the multi-view learning TES agent with a non-transfer agent loreRL, and an LWT agent that tries to learn only one good model for transfer. We also compare with the oracle method fEpsG. As seen in Figure 1b, TES outperforms LWT which, due to differences in the tasks, also performs worse than loreRL. When the earlier training tasks are similar to the test task, the LWT agent performs well. However, the TES agent also quickly picks the correct views, thus we never lose much but often gain a lot. We also notice that TES achieves a higher accumulated reward than loreRL and fEpsG that are bound to make uninformed decisions in the beginning.

Table 2 shows the average cumulative reward after the first episode (the jumpstart effect) for each test task in the leave-one-out cross-validation. We observe that TES usually outperforms both the non-transfer and the LWT approach. In all $15 \times 20 = 300$ runs, TES wins over LWT 247 times and it wins over loreRL 263 times yielding p-values smaller than 0.05.

We also notice that due to its fast capability of capturing the world dynamics, TES running time is just slightly longer than LWT’s and loreRL’s, which do not perform extra work for view switching but need more time and data to learn the dynamics models.

Convergence. To study the asymptotic performance of TES, we compare with the oracle method fRmax which is known to converge to a (near) optimal policy. Notice that in this feature-rich domain, fRmax without the pre-defined DBN structure is just similar to Rmax. Therefore, we also compare with Rmax. For Rmax, the number of visits to any state before it is considered “known” is set to 5, and the exploration probability $\epsilon$ for known states starts to decrease from value 0.1.

Figure 1c shows the accumulated rewards and their statistical dispersion over episodes. Average performance is reflected by the angles of the curves. As seen, TES can achieve a (near) optimal policy very fast and sustain its good performance over the long run. It is only gradually caught up by fRmax and Rmax. This suggests that TES can successfully learn a good library of views in heterogeneous environments and efficiently utilize those views in novel tasks.

6 Conclusions

We have presented a framework for learning and transferring multiple expectations or views about world dynamics in heterogeneous environments. When the environments are different, the combination of learning multiple views and dynamically selecting the most promising ones yields a system that can learn a good policy faster and gain higher accumulated reward as compared to the common strategy of learning just a single good model and using it in all occasions.

Utilizing and maintaining multiple models require additional computation and memory. We have shown that by a clever decomposition of the transition function, model selection and model updating can be accomplished efficiently using online algorithms. Our experiments demonstrate that performance improvements in multi-dimensional heterogeneous environments can be achieved with a small computational cost.

The current work addresses the question of learning good models, but the problem of learning good policies in large state spaces still remains. Our model learning method is independent of the policy learning task, thus it can well be coupled with any scalable approximate policy learning algorithms.
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