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Abstract

Blind Source Recovery (BSR) denotes recovery of original sources/signals from environments that may include convolution, temporal variation, and even nonlinearity. It also infers the recovery of sources even in the absence of precise environment identifiability. This paper describes, in a comprehensive fashion, a generalized BSR formulation achieved by the application of stochastic optimization principles to the Kullback-Liebler divergence as a performance functional subject to the constraints of the general (i.e., nonlinear and time-varying) state space representation. This technique is used to derive update laws for nonlinear time-varying dynamical systems, which are subsequently specialized to time-invariant and linear systems. Further, the state space demixing network structures have been exploited to develop learning rules, capable of handling most filtering paradigms, which can be conveniently extended to nonlinear models. In the special cases, distinct linear state-space algorithms are presented for the minimum phase and non-minimum phase mixing environment models. Conventional (FIR/IIR) filtering models are subsequently derived from this general structure and are compared with material in the recent literature. Illustrative simulation examples are presented to demonstrate the online adaptation capabilities of the developed algorithms. Some of this reported work has also been implemented in dedicated hardware/software platforms.

Keywords: Blind Source Recovery, Feedforward Network, Feedback Network, Kullback-Liebler Divergence, State Space Representation.

1. Introduction

Blind Source Recovery (BSR) is informally described as follows: several unknown but stochastically independent temporal signals propagate through a natural or synthetic, dynamic mixing and filtering environment. By observing only the outputs of this environment, a system (e.g., a filter bank, a neural network, or a device) is constructed to counteract, to the extent
possible, the effect of the environment and adaptively recover the best estimate of the original signals. The adaptive approach is a form of unsupervised or autonomous learning.

Blind Source Recovery (BSR) is a challenging signal processing formulation that in the linear case includes the well-known adaptive filtering sub-problems of blind source separation and blind source deconvolution. Blind Source Separation (BSS) is the process of recovering a number of original stochastically independent sources/signals when only their linear static mixtures are available. Blind Source Deconvolution (BSD) deals with deconvolving the effects of a temporal or a spatial mixing linear filter on signals without a priori information about the filtering medium/network or the original sources/signals (Haykin 2000; Salam & Erten, 1999a; Cichocki & Amari, 2002).

For this unsupervised adaptive filtering task, only the property of signal independence is assumed. No additional a priori knowledge of the original signals/sources is required. BSR requires few assumptions and possesses the self-learning capabilities, which render such networks attractive from the viewpoint of real world applications where on-line training is often desired (Herault & Jutten, 1986; Torkkola, 1996; Hyvarinen, et al., 1997 & 2001; Erten & Salam, 1999). The challenges for the BSR reside in the development of sound mathematical analyses and a framework capable of handling a variety of diverse problems. While other approaches to BSR have used more conventional signal processing structures, we propose a comprehensive BSR framework based on multi-variable state-space representations, optimization theory, the calculus of variations and higher order statistics. For some results obtained using implementation of the BSR framework in real-time hardware, see (Gharbi & Salam, 1995; Erten & Salam, 1999).

As a background, interest in the field of blind source separation and deconvolution has grown dramatically during recent years, motivated to a large extent by its similarity to the mixed signal separation capability of the human brain. The brain makes use of unknown parallel nonlinear and complex dynamic signal processing with auto-learning and self-organization ability to perform similar tasks. The peripheral nervous system integrates complex external stimuli and endogenous information into packets, which are transformed, filtered and transmitted in a manner that is yet to be completely understood. This complex mixture of information is received by the central nervous system (brain), split again into original information, and relevant information relayed to various sections of cerebral cortex for further processing and action (Nicholls, 2001).

BSR is valuable in numerous applications that include telecommunication systems, sonar, acoustics and radar systems, mining and oil drilling systems, image enhancement, feature extraction and biomedical signal processing. Consider, for example, the audio and sonar applications where the original signals are sounds, and the mixed signals are the output of several microphones or sensors placed at different vantage points. A network would receive, via each sensor, a mixture of original sounds that usually undergo multi-path delays. The network’s role in this scenario will be to dynamically reproduce, as closely as possible, the original signals. These separated signals can subsequently be channeled for further processing or transmission. Similar application scenarios can be described in situations involving measurement of neural, cardiac or other vital biological parameters, communication in noisy environments, engine or plant diagnostics, and cellular mobile communications to name a few (see, Lee et al., 1997; Lambert & Bell 1997; Girolami 1999; Haykin, 2000; Hyvarinen et al., 2001; Cichocki & Amari, 2002).

1.1. Modeling: the State Space Framework

Development of adequate models for the environment that include time delays or filtering, multi-path effects, time-varying parameters and/or nonlinear sensor dynamics is important as representative of desired practical applications. The choice of inadequate models of the
environment would result in highly sensitive and non-robust processing by a network. Indeed, in order to render the network operable in real world scenarios, robust operations must account for parameter variations, dynamic influences and signal delays that often result in asynchronous signal propagation. The environment needs to be modeled as a rich dynamic linear (or even nonlinear) system.

The state space formulation provides a general framework capable of dealing with a variety of situations. The multi-variable state space provides a compact and computationally attractive representation of multi-input multi-output (MIMO) filters. This rich state space representation allows for the derivation of generalized iterative update laws for the BSR. The state notion abridges weighted past as well as filtered versions of input signals and can be easily extended to include non-linear networks. There are several reasons for choosing this framework.

- State space models give an efficient internal description of a system. Further, this choice allows various equivalent state space realizations for a system, more importantly being the canonical observable and controllable forms. Transfer function models, although equivalent to linear state space models when initial conditions are zero, do not exploit any internal features that may be present in the real dynamic systems.

- The inverse for a state space representation is easily derived subject to the invertibility of the instantaneous relational mixing matrix between input-output – in case this matrix is not square; the condition reduces to the existence of the pseudo-inverse of this matrix. This feature quantifies and ensures recoverability of original sources provided the environment model is invertible.

- Parameterization methods are well known for specific classes of models. In particular, the state space model enables much more general description than standard finite/infinite impulse response (FIR/IIR) convolutive filtering. All known (dynamic) filtering models, like AR, MA, ARMA, ARMAX and Gamma filters, can be considered as special cases of flexible state space models.

- The linear state space formulation of a problem is conveniently extendable to include non-linear models and specific component dynamics. The richness of state space models also allows them to accommodate a direct representation for generalized non-linear model representations that include neural networks, genetic algorithms, etc.

This paper presents a generalized BSR framework based on the multi-variable canonical state space representation of both the mixing environment and the demixing system. The cases of minimum phase and non-minimum phase mixing environments have been dealt separately. The demixing network can have either a feedforward or a feedback state space configuration. Various filtering paradigms have been consequently derived as special cases from the proposed BSR framework. Simulation results verifying the theoretical developments have also been included.

1.2. Adaptive Framework for Blind Source Recovery

In the most general setting, the mixing/convolving environment may be represented by an unknown dynamic process \( \mathcal{H} \) with inputs being the \( n \)-d independent sources \( s \) and the outputs being the \( m \)-d measurements \( m \). In this extreme case, no structure is assumed about the model of the environment.

The environment can also be modeled as a dynamic system with a structure and fixed but unknown parameters. The processing network \( \mathcal{H} \) must be constructed with the capability to recover or estimate the original sources. For the linear case, this is equivalent to computing the
"inverse" (or the "closest to an inverse") of the environment model without assuming any knowledge of the mixing environment or the distribution structure of the unknown sources.

It is possible that an augmented network be constructed so that the inverse of the environment is merely a subsystem of the network with learning. In this case, even if the environment is unstable (e.g., due to existence of non-minimum phase zeros in a linear state space model), the overall augmented network may represent a nonlinear adaptive dynamic system, which may converge to the desired parameters as a stable equilibrium point. Thus achieving the global task of blind identification, see (Salam & Erten, 1997 & 1999a; Zhang et al., 1999 & 2000b; Waheed & Salam 2001, 2002c).

![Figure 1. General framework for Blind Source Recovery](image)

For the linear filtering environments, this problem may be presented as

$$\hat{Y} = \mathcal{H} \ast \hat{m} = \mathcal{H} \ast \hat{m} \ast \hat{s} = P \ast D \ast s$$  (1)

where

$P$ – is a generalized permutation matrix

$D$ – is a diagonal matrix of filters with each diagonal filter having only one non-zero tap.

$\ast$ – represents ordinary matrix multiplication for the static mixing case, while it represents polynomial matrix multiplication for the multi-tap deconvolution case.

For notational and mathematical convenience, we will derive all BSR algorithms for the case where $n = m = N$. This convenient choice allows for unambiguous mathematical manipulations in the derivation for all the algorithms. The under-complete mixture case of BSR, where $m > n$, can be easily adopted to the fore mentioned case, by appropriately discarding some measurements, or by using pre-processors, e.g., Principal Component Analysis (PCA), eigen decomposition etc. (see, Hyvarinen et al., 2001; Cichocki & Amari, 2002). On the other hand, the over-complete mixture case for $m < n$, in general, is not tractable and cannot be handled by the proposed algorithms in a straightforward fashion.
2. Formulation of the Optimization Structure

This section formally describes the BSR optimization framework, see (Salam & Erten, 1999a; Salam et al., 2001) for more details. We first discuss the performance functional used for the derivation of the BSR update laws based on the stochastic gradient update rules and constrained multivariable optimization. This performance functional is a well known information-theoretic “distance” measure, appropriate for quantifying the mutual dependence of signals in a mixture. Further, we present our optimization framework based on this performance functional and derive update algorithms first for a more general non-linear dynamic structure, which subsequently is specialized to the case of a linear dynamical state space model.

2.1. The Performance Functional

We employ the divergence of a random output vector \( y \) (Kullback-Liebler divergence) as our performance measure. In the continuous case (Kendall & Stuart, 1977) this relation is given by

\[
L(y) = \int_{y \in Y} p_Y(y) \ln \left( \frac{p_Y(y)}{\prod_{i=1}^{n} p_{Y_i}(y_i)} \right) dy
\]  

(2)

where

\( p_Y(y) \) is the probability density function of the random output vector \( y \)

\( p_{Y_i}(y_i) \) is the probability density function of the \( i^{th} \) component of the output vector \( y \)

This functional \( L(y) \) is a “distance” measure with the following properties

i) \( L(y) \geq 0 \)

ii) \( L(y) = 0 \) iff \( p_Y(y) = \prod_{i=1}^{n} p_{Y_i}(y_i) \)

This measure can provide an estimate of the degree of dependence among the various components of the recovered output signal vector and is an appropriate functional to be used in the optimization framework of the problem.

For the discrete case, the functional becomes

\[
L(y) = \sum_{y \in Y} p_Y(y) \ln \left( \frac{p_Y(y)}{\prod_{i=1}^{n} p_{Y_i}(y_i)} \right)
\]

The functional can be further simplified assuming the statistical properties of the output signals to be ergodic.
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\[
L(y) = \sum_k L(y(k)) = \sum_k p_y(y(k)) \ln \left( \frac{p_y(y(k))}{\prod_{i=1}^n p_{y_i}(y_i(k))} \right) \tag{3}
\]

Further simplification can be achieved using the assumption that as the algorithm approaches convergence the components of the output vector \( y(k) \) will become statistically less dependent, ultimately approaching independence as close as possible. Therefore the above functional can be re-written in its compact mutual information form using the entropy of signals, namely,

\[
L(y(k)) = -H(y(k)) + \sum_{i=1}^n H_i(y_i(k)) \tag{4}
\]

where

\[H(y(k)):\text{ the Entropy of the signal vector } y(k), \text{ given by}\]

\[
H(y) = -E\left[ \ln \left| p_y(y) \right| \right] = \begin{cases} 
- \int_{y \in Y} p_y(y) \ln \left| p_y(y) \right| dy & \text{Continuous Case} \\
- \sum_{y \in Y} p_y(y) \ln \left| p_y(y) \right| & \text{Discrete Case}
\end{cases}
\]

\[H_i(y_i(k)):\text{ the Marginal entropy of a component signal } y_i(k)\]

2.2. Algorithms for the Nonlinear Dynamic Case

Assume that the environment can be modeled as the following nonlinear discrete-time dynamic forward model

\[
\begin{align*}
X_e(k+1) &= f_e(X_e(k), s(k), h_1) \tag{5} \\
m(k) &= g_e(X_e(k), s(k), h_2) \tag{6}
\end{align*}
\]

where

\[s(k): n\text{-d vector of original source signals}\]

\[m(k): m\text{-d vector of measurements}\]

\[X_e(k): M_e\text{-d state vector for the environment}\]

\[h_1: \text{constant parameter vector (or matrix) of dynamic state equation}\]

\[h_2: \text{constant parameter vector (or matrix) of output equation}\]

\[f_e(\cdot) \text{ and } g_e(\cdot): \text{differentiable nonlinear functions that specify the structure of the environment}\]

Further it is assumed that existence and uniqueness of solutions are satisfied for any given initial conditions \( X_e(t_o) \) and sources \( s(k) \), thus a Lipschitz condition on \( f_e(\cdot) \) is satisfied (Khalil, 2002)
The processing demixing network model may be represented by a dynamic feedforward or feedback network. Focusing on a feedforward network model, we assume the network to be represented by

\[
X(k + 1) = f(X(k), m(k), w_1)
\]

\[
y(k) = g(X(k), m(k), w_2)
\]

where

- \(m(k)\): \(m\)-d vector of measurements
- \(y(k)\): \(N\)-d vector of network output
- \(X(k)\): \(M\)-d state vector for the processing network (Note, that \(M\) and \(M_e\) may be different)
- \(w_1\): parameters of the network state equation
- \(w_2\): parameters of the network output equation
- \(f()\) and \(g()\): differentiable nonlinear functions defining the structure of the demixing network

The assumption of existence and uniqueness of solutions of the nonlinear difference equations is also assumed for the network model for any given initial conditions \(X(t_0)\) and measurement vector \(m(k)\).

In order to derive the update law, we abuse the notation for the sake of convenience so that \(y(k)\) in (4) is represented as \(y_k\) and \(L(y(k))\) is generalized to \(L^k(y_k)\) so that the functional may also be a function of the time index \(k\). Thus, we formulate the following constrained optimization problem (Salam & Erten 1999a; Salam et al., 2001)

Minimize

\[
J_o(w_1, w_2) = \sum_{k=0}^{k_1} L^k(y_k)
\]

subject to

\[
X_{k+1} = f^k(X_k, m_k, w_1)
\]

\[
y_k = g^k(X_k, m_k, w_2)
\]

with the initial condition \(X_{k_0}\), where \([k_0, k_1]\) is the discrete-time frame used for the computation of the cost functional. Thus, the augmented cost functional to be optimized becomes

\[
J(w_1, w_2) = \sum_{k=0}^{k_1} L^k(y_k) + \lambda_{k+1}^T f^k(X_k, m_k, w_1) - \lambda_{k+1}^T (X_{k+1} - X_k)
\]

where \(\lambda_{k+1}\) is the Lagrange variable (Lewis & Syrmos, 1995). Define the Hamiltonian as

\[
H^k = L^k(y_k) + \lambda_{k+1}^T f^k(X_k, m_k, w_1)
\]

Consequently, the necessary conditions for optimality are
\[
X_{k+1} = \frac{\partial H^k}{\partial \lambda_{k+1}} = f^k(X_k, m_k, w_1)
\]  \hspace{1cm} (12)

\[
\lambda_k = \frac{\partial H^k}{\partial X_k} = (f^k_{X_k})^T \lambda_{k+1} + \frac{\partial f^k}{\partial X_k}
\]  \hspace{1cm} (13)

and the change in “weight” parameters become

\[
\Delta w_1 = -\eta \frac{\partial H^k}{\partial w_1} = -\eta (f^k_{w_1})^T \lambda_{k+1}
\]  \hspace{1cm} (14)

\[
\Delta w_2 = -\eta \frac{\partial H^k}{\partial w_2} = -\eta \frac{\partial L^k}{\partial w_2}
\]  \hspace{1cm} (15)

where

\[f^k_a \equiv \frac{\partial f^k}{\partial a} \text{ represents the partial derivative w.r.t. the parameter } a, \text{ in the limit.}
\]

\[\eta : \text{ represents a positive learning rate which may be variable.}\]

2.3. Algorithms for the Linear Dynamic Case

![Figure 2. A State Space Mixing Environment](image)

In the linear dynamic case, the environment model is assumed to be in the state space form

\[
X_e(k+1) = A_e X_e(k) + B_e s(k)
\]  \hspace{1cm} (16)

\[
m(k) = C_e X_e(k) + D_e s(k)
\]  \hspace{1cm} (17)

In this case the feedforward separating network will attain the state space form

\[
X(k+1) = A X(k) + B m(k)
\]  \hspace{1cm} (18)
\[ y(k) = C \, X(k) + D \, m(k) \]  

The existence of an explicit solution in this case has been shown by (Salam, 1993; Salam & Erten, 1997; Salam et al., 1997a). This existence of solution ensures that the network has the capacity to compensate for the environment and consequently recover the original signals, see Figures 2 and 3.

![Figure 3. A State Space Demixing Network](image)

Specializing the general BSR algorithm to the linear network case, one forms the (Kullback-Liebler divergence) performance ("distance") measure, see (9) as

\[ J_o(A,B,C,D) = \sum_{k=0}^{k_1} L^k(y_k) \]  

and the augmented cost functional to be optimized becomes

\[ J(A,B,C,D) = \sum_{k=0}^{k_1} L^k(y_k) + \lambda_{k+1}^T (A \, X_k + B \, m_k - X_{k+1}) \]  

Again, define the Hamiltonian as

\[ H^k = L^k(y_k) + \lambda_{k+1}^T (A \, X_k + B \, m_k) \]  

For the linear time-invariant case, the ordinary stochastic gradient update laws are given as (Gharbi & Salam, 1997; Salam & Erten, 1999a; Salam et al., 2001)

\[ X_{k+1} = \frac{\partial H^k}{\partial \lambda_{k+1}} = A \, X_k + B \, m_k \]  

\[ \lambda_k = \frac{\partial H^k}{\partial X_k} = A_k^T \, \lambda_{k+1} + C_k^T \frac{\partial L^k}{\partial y_k} \]  

\[ \Delta A = -\eta \frac{\partial H^k}{\partial A} = -\eta \lambda_{k+1} X_k^T \]
\[ \Delta B = -\eta \frac{\partial H^k}{\partial B} = -\eta L^k \]  
\[ \Delta C = -\eta \frac{\partial H^k}{\partial C} = -\eta \frac{\partial L^k}{\partial C} = -\eta \phi(y) X^T \]  
\[ \Delta D = -\eta \frac{\partial H^k}{\partial D} = -\eta \frac{\partial L^k}{\partial D} = \eta ([D]^{-T} - \phi(y) m^T) \]  

The above derived update laws form a comprehensive theoretical stochastic gradient algorithm and provide the dynamics of the network states \( X_k \), the generated co-states \( \lambda_k \) and all the update laws of the parametric matrices of the state space. The invertibility of the state space as shown in (Salam, 1993; Salam & Erten, 1997) is guaranteed if (and only if) the matrix \( D \) is invertible. In the above derived laws:

\( \eta \) : a positive learning rate of the algorithm, which may be variable.

\([D]^{-T}\) : represents the transpose of the inverse of the matrix \( D \) if it is a square matrix or the transpose of its pseudo-inverse in case \( D \) is not a square matrix (Salam & Erten, 1997).

\( \phi(y) \) : represents a vector of the usual nonlinearity or score function (Gharbi & Salam, 1997; Salam & Erten, 1999; Waheed & Salam 2002, 2002a, 2003) which acts individually on each component of the output vector \( y \), with each component, say \( \phi(y_i) \), is given as

\[ \phi(y_i) = -\frac{\partial \log p(y_i)}{\partial y_i} = -\frac{\partial p(y_i)}{p(y_i)} \]

where

\( p(y_i) \) : is the (estimate) of the probability density function of each source (Kendall & Stuart, 1977).

The update law in (27) and (28), also see (Gharbi & Salam, 1997; Salam & Erten, 1999; Waheed & Salam 2002d, 2003), is similar to the standard gradient descent results (Amari et al., 1997; Zhang & Cichocki 2000b), indicating its optimality for the Euclidean parametric structure. The update law provided above although non-causal for the update of parametric matrices \( A \) and \( B \), can be easily implemented using frame-buffering and memory storage (Haykin, 1996 & 2000). An inherent delay or latency in the recovered signals is related to the length of the buffer and the dimension of the state space.

3. Extensions to the Natural Gradient

In this section, we extend the linear state space algorithms for the problem of Blind Source Recovery (BSR) derived in the previous section using the natural gradient (Amari 1985, 1996, 1998; Amari & Nagaoka, 1999; Cardoso 1997). We present specialized algorithms for the class of minimum phase mixing environments both in feedforward and feedback state space configuration (Salam et al., 2001; Waheed & Salam, 2001). For the non-minimum phase mixing environment, the requisite demixing system becomes unstable due to the presence of poles outside the unit circle. These unstable poles are required to cancel out the non-minimum phase transmission zeros of the environment. In order to avoid instability due to the existence of these poles outside the
unit circle, the natural gradient algorithm may be derived with the constraint that the demixing system is a double sided FIR filter, i.e., instead of trying to determine the IIR inverse of the environment, we will approximate the inverse using an all zero non-causal filter (Amari et al., 1997; Waheed & Salam, 2002d). The double-sided filters have been proven to adequately approximate IIR filters at least in the magnitude terms with a certain associated delay (Benveniste et al., 1980).

The minimum phase algorithms have lesser computational requirements and exhibit asymptotically better convergence characteristics, compared to the algorithm for the non-minimum phase mixing environments, when applied to the same class of minimum phase mixing systems. The minimum phase algorithm also exhibits more robust performance with respect to the choice of the order of demixing/deconvolving filter per channel, and the multi-source distribution composition of mixtures that may include at most one pure gaussian source. The non-minimum phase algorithm gives good performance for the non-gaussian mixtures and/or the non-gaussian contents of a complex multi-source distribution mixture. The gaussian source although separated from other sources may still be auto-convolved (Note that the sum of co-centric copies of a gaussian distributions is also gaussian). Also notice that the presented algorithms in this paper focus primarily on adaptive determination of zeros. The poles are kept fixed either at zero or at randomly selected stable locations. Otherwise, they are assumed known or estimated using other methods, e.g., adaptive state estimation techniques such as the kalman filter (Zhang et al., 2000, 2000b) etc.

3.1. Theorem 3.1: Feedforward Minimum Phase Demixing Network

Assume the (mixing) environment is modeled by a multiple-input, multiple-output (MIMO) minimum phase transfer function. Then, the update laws for the zeros of the feedforward state space demixing network using the natural gradient are given by

\[
\Delta C(k) = \eta \left( (I_N - \varphi(y(k)))y^T(k)C(k) - \varphi(y(k))X^T(k) \right)
\]

(30)

\[
\Delta D(k) = \eta (I_N - \varphi(y(k)))y^T(k)D(k)
\]

(31)

where \( \varphi(y) \) is a nonlinear score function given by (29)

Proof

For the feedforward demixing network, its linear state space representation is assumed to be as in (18)-(19). We present a formal formulation for deriving the feedforward update laws for the problem using the output equation (19) and the natural gradient. This leads to modified update laws for the matrices \( C \) and \( D \). Further, these new update laws based on the natural gradient have better convergence performance compared to those based on the stochastic gradient (27) and (28). Note that in the following derivation, instantaneous time index \( k \) has been dropped for convenience.

Defining augmented vectors \( \tilde{y} \) and \( \tilde{x} \), and the matrix \( \tilde{W} \) as

\[
\tilde{y} = \begin{bmatrix} y \\ X \end{bmatrix} \quad \tilde{x} = \begin{bmatrix} m \\ X \end{bmatrix} \quad \tilde{W} = \begin{bmatrix} D & C \\ 0 & I_{(d-1)m} \end{bmatrix}
\]

so the augmented output equation becomes
\[ \hat{y} = \hat{W} \hat{x} \]  

(32)

The update law for this augmented parameter matrix \( \hat{W} \) is similar in form to (28) or the stochastic gradient law for the static mixing case. Thus the update is

\[ \Delta \hat{W} = \eta \left[ \hat{W}^{-T} - \varphi(\hat{y}) \hat{x}^T \right] \]  

(33)

where

\[ \hat{W}^{-T} = \begin{bmatrix} D^T & 0 \\ C^T & I_{(L-1)m} \end{bmatrix} \]

Consequently for the general case where \( D \) may not be square, its inverse (assuming the pseudoinverse for \( D \) to exist) is given by

\[ \hat{W}^{-T} = \begin{bmatrix} D(D^TD)^{-1} & 0 \\ -C^TD(D^TD)^{-1} & I_{(L-1)m} \end{bmatrix} \]

Factoring out the augmented weight term \( \hat{W}^{-T} \), (33) can be written as

\[ \Delta \hat{W} = \eta \left[ I - \varphi(\hat{y}) \hat{x}^T \hat{W}^{-T} \right] \hat{W}^{-T} \]  

(34)

Post-multiplying by the matrix \( \hat{W} \), the update law becomes

\[ \Delta \hat{W} = \eta \left[ I - \varphi(\hat{y}) \hat{x} \hat{W} \right] \hat{W} \]

Using (32), we can rewrite the above update as

\[ \Delta \hat{W} = \eta \left[ I - \varphi(\hat{y}) \hat{x}^T \right] \hat{W} \]  

(35)

Writing in terms of the original state space variables the update law (35) is given by

\[ \Delta \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix} = \eta \begin{bmatrix} I - \varphi \left( \begin{bmatrix} y^T \\ X^T \end{bmatrix} \right) \end{bmatrix} \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix} \]  

(36)

Considering the update laws for matrices \( C \) and \( D \) only, we have

\[ \begin{bmatrix} \Delta D & \Delta C \end{bmatrix} = \eta \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix} \]  

\[ \begin{bmatrix} \Delta D \end{bmatrix} = \eta \begin{bmatrix} D \end{bmatrix} \]  

\[ \begin{bmatrix} \Delta C \end{bmatrix} = \eta \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix} \]

Therefore the final instantaneous update laws for the matrices \( C \) and \( D \) are

\[ \Delta C(k) = \eta \left( (I_N - \varphi(y(k)))y^T(k)C(k) - \varphi(y(k))X^T(k) \right) \]  

(37)

\[ \Delta D(k) = \eta (I_N - \varphi(y(k)))y^T(k)D(k) \]  

(38)

The update law in (37) and (38) is related to the earlier derived update law (27) and (28) by the relation.
\[
\tilde{\nabla} l = \nabla l \begin{bmatrix} D^T D & D^T C \\ C^T D & I_{(L-1)m} + C^T C \end{bmatrix} = \nabla l \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix}^T \begin{bmatrix} D & C \\ 0 & I_{(L-1)m} \end{bmatrix}
\]

(39)

where

\[
\nabla l = -\eta \begin{bmatrix} \frac{\partial L^k}{\partial D} \\ \frac{\partial L^k}{\partial C} \end{bmatrix}
\]

(40)

denotes the update according to the ordinary stochastic gradient, the conditioning matrix in (39) is symmetric and (since D is nonsingular) is positive definite.

**Auxiliary Conditions for Convergence**

Examining the update of the remaining terms in equation (36), we have (in a stochastic sense)

\[
0_{(L-1)m \times N} = \varphi(X)y^T D \Rightarrow \varphi(X)y^T = 0_{(L-1)m \times N}
\]

(41)

Also

\[
\Delta I_{(L-1)m} = 0 = I_{(L-1)m} - \varphi(X)y^TC - \varphi(X)X^T
\]

Rearranging terms, we have

\[
\varphi(X)y^TC + \varphi(X)X^T = I_{(L-1)m}
\]

Using the relation (41), the condition reduces to

\[
\varphi(X)X^T = I_{(L-1)m}
\]

(42)

**Remark 3.1:** The resulting update laws for the natural gradient update derived in (Zhang & Cichocki, 2000b) are in exact agreement with the update laws (37)-(38), (see Salam et al., 1997 and Salam, et al., 2001). However, the derivation approaches and methodologies are different.

**Remark 3.2:** The new auxiliary relations (41) and (42) define supplementary stochastic conditions on the nonlinear “correlation” between the outputs and the states of the demixing network. In this feedforward minimum phase structure case, these relations do not explicitly appear in the update laws and thus can not be used directly to simplify the update laws (37)-(38). (In contrast, similar auxiliary conditions derived for the feedback structure do simply the resulting update laws, see Section 3.2.) However, for effective convergence of the algorithm, these conditions need to be satisfied (in a stochastic sense), i.e.,

\[
E[\varphi(X)y^T] = 0_{(L-1)m \times N}, \text{ and }
\]

\[
E[\varphi(X)X^T] = I_{(L-1)m}
\]

The first equality signifies that the output and the states of the network are “uncorrelated” as defined. This condition supplements the condition \(E[\varphi(y)X^T] \rightarrow 0_{(L-1)m \times N}\), which must be satisfied in (37) at convergence. Viewing the states as prior signal information, the causal algorithm necessarily includes only causal correlation while the auxiliary condition (41) signifies the noncausal correlation. The second condition signifies that the states of the demixing network
need to be a white process. It is noted that, in the special case of FIR filtering where the states are basically delayed versions of previous measurements, i.e., $X_j(k) = m_{k-j}$, the second condition (42) implies that whitening the measurement signals prior to applying the algorithm would enhance the convergence of the update law. These conditions are in addition to the stability conditions for the algorithm (see, Amari & Cardoso, 1997; Cardoso, 1998; Salam & Erten 1999a).

3.1.1. Special Cases: Filtering Structures

One of the advantages of using the state space model is that most signal processing filter structures form special cases where the constituent matrices of the dynamic state equation take specific forms. As an example, we discuss the implementation for both the Infinite Impulse Response (IIR) and the Finite Impulse Response (FIR) filters (Salam & Erten, 1999a; Salam et al., 2001).

**IIR Filtering**

Consider the case where the matrices $A$ and $B$ are set in the canonical form I (or controller form). In this case $A$ and $B$ are conveniently represented as

$$A = \begin{bmatrix} A_{11} & A_{12} & \cdots & \cdots & A_{1(L-1)} \\ I_m & O_m & \cdots & \cdots & O_m \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ O_m & O_m & \cdots & I_m & O_m \end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix} I_m \\ O_m \\ \vdots \\ O_m \end{bmatrix}$$

(43)

where

$A$: matrix of dimension $(L-1)m \times (L-1)m$.

$A_{ij}$: Block sub-matrix of dimension $m \times m$, may be simplified to a diagonal matrix

$I_m$: Identity matrix of dimension $m \times m$

$O_m$: Zero matrix of dimension $m \times m$

$B$: matrix of dimension $(L-1)m \times m$

The state matrix is given by

$$X_k = X(k) = \begin{bmatrix} X_1(k) \\ X_2(k) \\ \vdots \\ X_{L-1}(k) \end{bmatrix}$$

where

$X(k)$: is a $(L-1)m \times 1$ dimensional state vector for the filter, and each

$X_j(k)$: is an $m \times 1$ dimensional component state vector

For this model the state model reduces to the following set of equations representing an IIR filtering structure.
Blind Source Recovery: A Framework in the State Space

\[
X_1(k+1) = \sum_{j=1}^{L-1} A_{1j} X_j(k) + m(k)
\]
\[
X_2(k+1) = X_1(k)
\]
\[
: \quad X_{L-1}(k+1) = X_{L-2}(k)
\]
\[
y(k) = \sum_{j=1}^{L-1} C_j X_j(k) + Dm(k)
\]

(44)

For an IIR filter represented in the state space canonical form I, there is no update law required for \( B \), while for the matrix \( A \) we need to update only the first block row and therefore the update law (25) reduces to

\[
\Delta A_{1j} = -\eta \frac{\partial H^k}{\partial A_{1j}} = -\eta (f_{A_{1j}}^k)^\top \hat{A}_1(k+1) = -\eta \hat{A}_1(k+1) X_j^\top(k)
\]

(45)

The special structure in matrix \( A \) also affects the update law for the co-state equations (propagating in future time) which reduces to

\[
\hat{A}_1(k) = \hat{A}_2(k+1) + C_1^\top \frac{\partial L^k}{\partial y_k}(k)
\]
\[
\hat{A}_2(k) = \hat{A}_3(k+1) + C_2^\top \frac{\partial L^k}{\partial y_k}(k)
\]
\[
: \quad \hat{A}_{L-1}(k) = C_{L-1}^\top \frac{\partial L^k}{\partial y_k}(k)
\]

Solving specifically for time \( k \) and then using time shift for time \( k+1 \), we obtain the recursive form for the co-state update as

\[
\hat{A}_1(k) = \sum_{i=1}^{L-1} C_i^\top \frac{\partial L^k}{\partial y_k}(k+i-1)
\]
\[
\hat{A}_1(k+1) = \sum_{i=1}^{L-1} C_i^\top \frac{\partial L^k}{\partial y_k}(k+i)
\]

(46)

Using (46), we can thus simplify (45) for the update of the block sub-matrices in \( A \) as

\[
\Delta A_{1j} = -\eta \sum_{i=1}^{L-1} C_i^\top \left( \frac{\partial L^k}{\partial y_k}(k+i) X_j^\top \right)
\]

(47)

which is non-causal but can be implemented using the usual time delayed version of the algorithm implemented using buffer storage memory (Haykin, 1996 & 2000).

FIR Filtering

In this case, the first row of block sub-matrices \( A_{1j} \) in (43) is zero, therefore the above filtering model (44) reduces to the FIR filtering structure. In this case the state space model reduces to
\[ X_1(k+1) = m(k) \]
\[ X_2(k+1) = X_1(k) \]
\[ \vdots \]
\[ X_{L-1}(k+1) = X_{L-2}(k) \]
\[ y(k) = \sum_{j=1}^{L-1} C_j X_j(k) + Dm(k) \]

where the state dynamic equations reduce merely to the delays of the mixture inputs i.e.
\[ X_1(k) = m(k-1) \]
\[ X_2(k) = m(k-2) \]
\[ \vdots \]
\[ X_{L-1}(k) = m(k - L + 1) \] (48)

(49)

In this case only matrices \( C \) and \( D \) need to be updated, as in the MIMO controller form both matrices \( A \) and \( B \) contain only fixed block identity and zero sub-matrices and are conveniently absorbed in (49).

The double-sided FIR filter version can be handled using a time delayed version of the above state space. This results in the corresponding increased requirement of buffered storage, but with the advantage of being able to converge to “stable” solutions even for non-minimum phase environments (Amari et al., 1997, Waheed & Salam, 2002d).

One possible method to deal with the problem of the filter approximation length and resulting delay is in the frequency domain implementations of the algorithm, where the converged solution represents a 1024 or higher tap double sided FIR filter in equivalent frequency domain. The result can be converted to its time domain equivalent by appropriately using the inverse FFT followed by chopping or windowing techniques to optimally contain maximum possible filter power spectral density (PSD) while minimizing algorithmic delay and hence the buffering memory requirement (Lambert, 1996; Lee et al., 1997 & 1997a, Lambert & Bell, 1997).

Next, we propose an alternate structure (Salam & Erten, 1997; Salam & Waheed, 2001) where we model the demixing network to be comprised of a feedback transfer function, see Figure 4. This feedback path is composed of tunable poles and zeros while the feedforward path is assumed to have fixed parameters. Using only the update laws for adaptively determining the zeros of this feedback path can potentially alter the poles and zeros of the overall demixing structure.

### 3.2. Theorem 3.2: Feedback Minimum Phase Demixing

Assume the MIMO (mixing) environment modeled by a minimum-phase linear dynamic system or transfer function. Then the update laws for the zeros of the feedback state space demixing network using the natural gradient are given by

\[ \Delta D = \eta [ (I_N + D)(\phi(y)y^T - I_N) ] \] (50)

\[ \Delta C = \eta [(I_N + D)\phi(y)X^T] \] (51)

where \( \phi(y) \) is the appropriate score function given by (29)
Proof

The network equations for the feedback path are (see Figure 4)

\[ z(k) = C \ X(k) + D \ y(k) \quad (52) \]

Defining

\[ e(k) = m(k) - z(k) \quad (53) \]

the output of the feedback structure is given by

\[ y(k) = H_n \ast e(k) \]

Assuming for simplicity \( H_n = I \), we have

\[ y(k) = I \ast (m(k) - z(k)) = m(k) - z(k) \]

rearranging terms, we get

\[ (I_N + D) \ y(k) + C \ X(k) = m(k) \quad (54) \]

In matrix form, we augment (54) to become

\[
\begin{bmatrix}
I_N + D & C \\
0 & I_{(L-1)m}
\end{bmatrix}
\begin{bmatrix}
y \\
X
\end{bmatrix} =
\begin{bmatrix}
m \\
X
\end{bmatrix}
\]

or

\[
\begin{bmatrix}
y \\
X
\end{bmatrix} =
\begin{bmatrix}
I_N + D & C \\
0 & I_{(L-1)m}
\end{bmatrix}^{-1}
\begin{bmatrix}
m \\
X
\end{bmatrix}
\]

Defining the augmented vectors \( \tilde{y} \) and \( \tilde{x} \), and the matrix \( \tilde{W} \) as

\[
\tilde{X} = \begin{bmatrix} m \\ X \end{bmatrix}, \quad \tilde{y} = \begin{bmatrix} y \\ X \end{bmatrix}, \quad \text{and} \quad \tilde{W} = \begin{bmatrix}
I_N + D & C \\
0 & I_{(L-1)m}
\end{bmatrix}
\]

we have

\[ \tilde{y} = \tilde{W}^{-1} \tilde{X} = \tilde{W} \tilde{X} \text{ where } \tilde{W} = \tilde{W}^{-1} \]

\[ (56) \]
Using the natural gradient, the update law for $\tilde{W}$ is
\[
\Delta \tilde{W} = \eta \left[ \tilde{W}^{\sim T} - \varphi(\tilde{Y})X^T \right] \tilde{W}^{\sim T} \tilde{W}
\]
\[
\Delta \tilde{W} = \eta \left[ I - \varphi(\tilde{Y})X^T \tilde{W} \right] \tilde{W}
\]
(57)

Differentiating $\tilde{W}\tilde{W} = I$ (w.r.t. time), we get
\[
\tilde{W}^{\sim /} \tilde{W} + \tilde{W}^{\sim /} \tilde{W} = 0
\]
rearranging terms, we get
\[
\tilde{W}^{\sim /} = -\tilde{W}^{\sim /} \tilde{W}^{-1} = -\tilde{W}^{-1} \tilde{W}^{\sim /} \tilde{W}^{-1}
\]
(58)

Using 1st order Euler approximation for the derivatives in (58), we have
\[
\Delta \tilde{W} = -\tilde{W}^{-1} (\Delta \tilde{W}) \tilde{W}^{-1}
\]
(59)

Also note that from (56)
\[
\tilde{Y}^T = \tilde{X}^T \tilde{W}^T
\]
(60)

Using (59) and (60), the update law in (57) becomes
\[
-\tilde{W}^{-1} (\Delta \tilde{W}) \tilde{W}^{-1} = \eta \left[ I - \varphi(\tilde{Y}) \tilde{Y}^T \right] \tilde{W}
\]
or
\[
-\tilde{W}^{-1} (\Delta \tilde{W}) = \eta \left[ I - \varphi(\tilde{Y}) \tilde{Y}^T \right]
\]

since $\tilde{W}\tilde{W} = I$.

Arranging terms
\[
\Delta \tilde{W} = -\eta \tilde{W} \left[ I - \varphi(\tilde{Y}) \tilde{Y}^T \right] = \eta \tilde{W} \left[ \varphi(\tilde{Y}) \tilde{Y}^T - I \right]
\]
(61)

Inserting the definition of $\tilde{W}$ and $\tilde{Y}$, (61) becomes
\[
\Delta \left[ \begin{array}{cc} I_N + D & C \\ 0 & I_{(L-1)m} \end{array} \right] = \eta \left[ \begin{array}{cc} I_N + D & C \\ 0 & I_{(L-1)m} \end{array} \right] \left[ \begin{array}{cc} \varphi(y)y^T - I_N & \varphi(y)X^T \\ \varphi(X)y^T & \varphi(X)X^T - I_{(L-1)m} \end{array} \right]
\]

Therefore the update laws for the matrices $C$ and $D$ are extracted from equating the first rows block wise to get
\[
\Delta(I_N + D) = \Delta D = \eta \left[ (I_N + D)(\varphi(y)y^T - I_N) + C \varphi(X)y^T \right]
\]
(62)
\[ \Delta C = \eta [(I_N + D)\varphi(y)X^T + C(\varphi(X)X^T - I_{(L-1)m})] \]  

(63)

**Auxiliary Conditions for Convergence**

By equating the second row block wise, one gets (in a stochastic sense)

\[ 0_{(L-1)m \times N} = \varphi(X)(y_{L-1} - y)I_{(L-1)m} \]  

(64)

\[ \Delta I_{(L-1)m} = 0 = \varphi(X)X^T - I_{(L-1)m} \text{, or} \]

\[ \varphi(X)X^T = I_{(L-1)m} \]  

(65)

**Remark 3.3:** Observe that (64) and (65) are identical to (41) and (42). These relations form supplementary conditions for the convergence of the proposed feedback algorithm. In this case, however, the states of the feedback structure are a function of the previous network outputs, i.e., \( X_j(k) = \varphi(y_{k-j}) \). Therefore, the auxiliary conditions in the feedback case define nonlinear correlation conditions on the demixing outputs that signify that the expectation of the demixing network outputs will be (nonlinearly) decorrelated leading to the components being stochastically independent.

Unlike the feedforward update laws, however, these conditions appear explicitly in the derived update laws (62) and (63). Therefore, enforcing the derived auxiliary conditions in the update laws (62) and (63) not only simplifies them computationally, but also improves the convergence dynamic properties of the proposed algorithm. The final update law for the feedback structure is given by

\[ \Delta D = \eta [(I_N + D)(\varphi(y)y^T - I_N)] \]  

(66)

\[ \Delta C = \eta [(I_N + D)\varphi(y)X^T] \]  

(67)

The above natural gradient update laws for feedback BSR are different from earlier proposed feedback (or recurrent) update laws in (Cichocki et al., 1996 and Lee et al., 1996). The algorithm (66) and (67) exhibits better stability and faster convergence. See (Waheed et al., 2003a) for a comparison.

### 3.3. **Theorem 3.3: Feedforward Non-minimum Phase Demixing**

Assume the MIMO (mixing) environment modeled by a non-minimum phase transfer function. Then, the update law for the zeros of the state space FIR demixing network using the natural gradient is given by

\[ \Delta C_i = \eta(k)\left[ C_i - \varphi(y(k))u(k-i)^T \right], i = 1, 2, \ldots, L - 1 \]  

(68)

\[ \Delta D = \eta(k)\left[ D - \varphi(y(k))u(k)^T \right] \]  

(69)

where the state space matrix \( C \) is defined as

\[ C = \begin{bmatrix} C_1 & C_2 & \cdots & C_{L-1} \end{bmatrix} \]  

(70)
$C_i$ - being the MIMO FIR filter coefficients corresponding to delay $z^{-i}$

$u(k)$ – represents an information back-propagation filter, given as

$$u(k) = \sum_{i=1}^{l-1} C_i^T y(k+i) + D^T y(k)$$

or equivalently in the adjoint state space as

$$\lambda(k-1) = A^T \lambda(k) + C^T y(k)$$

$$u(k) = B^T \lambda(k) + D^T y(k)$$

where $T$ represents the matrix Hermitian transpose operator, $\varphi(y)$ is the appropriate score function given by (29), and $A$ and $B$ are given by (43), with $A_{ij} = 0$.

**Proof**

On the outset, we state that the algorithm requires a frame of 3L-2 samples of the input signal to initiate the computations of the update of the parameter matrices in (68)-(69). Note also that the time index of the parameter update (68)-(69) is not necessarily the same time index of the signals. In practice, it may be chosen so that the time index of the parameters is a delayed version of the signal time index so that no issues of non-causality would arise. Also in practice, see Simulation III in Section 4.2, the initialization of the update law (68)-(69) uses an identity (or a nonsingular matrix) for the center tap matrix (specifically, $j = \lfloor (L-1)/2 \rfloor$) and small random or zero values for the remaining tap matrices.

Let the mixing environment to assume the same state space representation as in (16)-(17), while the demixing network assumes the state space representation (18)-(19), which is repeated below for convenience

$$X(k+1) = AX(k) + B m(k)$$

$$y(k) = CX(k) + D m(k)$$

As mentioned before, for the non-minimum phase mixing case, we constrain the demixing network to be a double-sided FIR filter so as to approximate the intended unstable IIR inverse. Using the MIMO controller canonical form, the matrices $A$ and $B$ of dimensions $(L-1)m \times (L-1)m$ and $(L-1)m \times m$, respectively take the form

$$A = \begin{bmatrix} O_m & O_m & \cdots & O_m & O_m \\
I_m & O_m & \cdots & O_m & O_m \\
O_m & I_m & \cdots & O_m & O_m \\
\vdots & \vdots & \vdots & \vdots & \vdots \\
O_m & O_m & \cdots & I_m & O_m \end{bmatrix}, \quad B = \begin{bmatrix} I_m \\
O_m \\
O_m \\
\vdots \\
O_m \end{bmatrix}$$

where

$I_m$: Identity matrix of dimension $m \times m$

$O_m$: Zero matrix of dimension $m \times m$
For compactness, we can represent (18)-(19) using the compact (mixed time-frequency) transfer function notation of the MIMO FIR filter as

\[ y_k = \left[ \mathbf{\mathbf{\tilde{W}(z)}} \right] m_k \]  

(71)

where, \( \mathbf{\tilde{W}(z)} \) is the transfer function of the demixing MIMO FIR filter of the form,

\[ \mathbf{\tilde{W}(z)} = W_0 + W_1 z^{-1} + \ldots + W_{L-1} z^{-L+1} \]  

(72)

Further we can define a matrix \( \mathbf{\tilde{W}} \), comprised of the coefficients of the filter \( \mathbf{\tilde{W}(z)} \). Note that each constituent sub-matrix \( W_i \) contains co-efficients pertaining to the \( i^{th} \) filter lag acting on the time instant \( k-i \). This matrix \( \mathbf{\tilde{W}} \) is related to the state space matrices \( C \) and \( D \) as given below.

\[ \mathbf{\tilde{W}} \triangleq [W_0 \ W_1 \ldots \ W_{L-1}] = [D \ C] \]

where the state space matrices \( C \) and \( D \) in terms of the sub-matrices \( W_i \) are represented as

\[ D = W_0 \]
\[ C = [W_1 \ W_2 \ldots \ W_{L-1}] \]  

(73)

For the MIMO transfer function \( \mathbf{\tilde{W}(z)} \), the conjugate (or Hermitian) transpose of the transfer function can be defined in a fashion similar to the one proposed by (Lambert, 1996), i.e.,

\[ \left[ \mathbf{\tilde{W}(z)} \right]^T = \left[ W_0 + W_1 z^{-1} + \ldots + W_{L-1} z^{-L+1} \right]^T \]
\[ = W_0^T + W_1^T z^1 + \ldots + W_{L-1}^T z^{L-1} \]
\[ = \mathbf{\tilde{W}^T(z^{-1})} \]  

(74)

where, \( T \) is the Hermitian transpose operator. Notice that again we can define a matrix of coefficients \( \mathbf{\tilde{W}}^T \) comprised of the transpose of the constituent sub-matrices acting in a time reversed fashion, i.e., the \( i^{th} \) lag of this time reversed filter acts on the future (non-causal) time instant \( k+i \), i.e.,

\[ \mathbf{\tilde{W}}^T \triangleq [W_0^T \ W_1^T \ldots \ W_{L-1}^T] \]  

(75)

Using the definition of \( \mathbf{\tilde{W}} \), we can express the network output equation (71) in the time domain as

\[ y_k = \mathbf{\tilde{W}_m}_k = Dm_k + \sum_{i=1}^{L-1} C_i m_{k-i} \]  

(76)

where \( m_k \) represents an \( Lm \times 1 \) matrix of observations at the \( k^{th} \) iteration, which includes the \( k^{th} \) and previous \( L-1 \) m-d measurement (or observation) vectors, i.e.,

\[ m_k \triangleq [m_k^T \ m_{k-1}^T \ldots \ m_{k-L+1}^T]^T \]

\( y_k \) represents the output vector at the \( k^{th} \) iteration
For the derivation of the update laws, we minimize the Kullback-Liebler divergence with the constraints of an FIR representation as described above. Using the maximization of entropy approach, the Hamiltonian can be defined (Gharbi & Salam, 1997; Sabala et al., 1998; Salam & Erten, 1999a; Amari, 1998) as

\[ H^k = -\log \det W_j - \sum_i \log \left( q_i (y_i, W(z)) \right) \]  

(77)

where \( q_i (y_i, W(z)) \) is the online estimated marginal distribution of \( y_i(k) \) and \( j \in [0, L - 1] \).

Using the ordinary stochastic gradient update laws (27) and (28), also see (Gharbi & Salam, 1997; Salam & Erten 1999a; Amari 1998), the update law for the sub-matrices \( W_i \) is given by

\[ \Delta W_i = -\eta_k \frac{\partial H^k}{\partial W_i} = \eta_k \left[ \left( W_j^{-1} \right)^T \delta_{ji} - \varphi(y_k) m_{k-1 \rightarrow i}^T \right] \]  

(78)

where \( \delta_{ji} \) equals 1 only when \( i = j \), and \( j \in [0, L - 1] \). It should be noted that \( W_j \) is required here to be nonsingular. For the non-minimum phase case, \( j \) is appropriately chosen to be an intermediate tap, e.g. \( j = \lfloor (L - 1)/2 \rfloor \), in order to render an appropriate double-sided FIR filter.

In any event, it will be seen below that using the natural gradient, the resulting parameter update laws (87) or (88) do not depend on the explicit non-singularity of the \( j \)-th tap matrix and will include all tap matrices. The Stochastic Gradient (SG) law for the complete MIMO filter matrix is given by

\[ [\Delta \vec{W}(z)]_{SG} = \sum_{i=0}^{L-1} \Delta W_i z^{-i} = \eta_k \left[ \left( W_j^{-1} \right)^T \delta_{ji} - \sum_{i=0}^{L-1} \varphi(y_k) m_{k-1 \rightarrow i}^T z^{-i} \right] \]  

(79)

Using the definition of the natural gradient in the systems space (Amari 1998), we can modify (79) to have the update of the demixing filter parameters according to the Riemannian contravariant gradient as

\[ \Delta \hat{W}(z) = [\Delta \hat{W}(z)]_{SG} \hat{W}^T (z^{-1}) \hat{W}(z) \]

\[ = \eta_k \left[ \left( W_j^{-1} \right)^T \delta_{ji} - \sum_{i=0}^{L-1} \varphi(y_k) m_{k-1 \rightarrow i}^T z^{-i} \right] \hat{W}^T (z^{-1}) \hat{W}(z) \]  

(80)

\[ = \eta_k \left[ \left( W_j^{-1} \right)^T \delta_{ji} \hat{W}^T (z^{-1}) \hat{W}(z) - \sum_{i=0}^{L-1} \varphi(y_k) m_{k-1 \rightarrow i}^T z^{-i} \hat{W}^T (z^{-1}) \hat{W}(z) \right] \]

where, the first term on the right hand side can be simplified as

\[ \left( W_j^{-1} \right)^T \delta_{ji} \hat{W}^T (z^{-1}) \hat{W}(z) = \left( W_j^{-1} \right)^T \left( \delta_{ji} \hat{W}^T (z) \right) \hat{W}(z) \]

\[ = \left( W_j^{-1} \right)^T \hat{W}^T (z) = I^T \hat{W}(z) = \hat{W}(z) \]

(81)

while the second term can be simplified as
\begin{align}
\sum_{i=0}^{L-1} \varphi(y_k) m_{k-i}^T z^{-i} \bar{W}^T (z^{-1}) \bar{W}(z) &= \varphi(y_k) \sum_{i=0}^{L-1} \left( \left[ \bar{W}(z) \right]^T m_{k-i} \right)^T \bar{W}(z) z^{-i} \\
&= \varphi(y_k) \sum_{i=0}^{L-1} y_{k-i}^T \bar{W}(z) z^{-i} \\
&= \varphi(y_k) \sum_{i=0}^{L-1} \left( \left[ \bar{W}^T (z^{-1}) \right] y_{k-i} \right)^T z^{-i} \\
&= \varphi(y_k) \sum_{i=0}^{L-1} u_{k-i}^T z^{-i} 
\end{align}

(82)

where, we used equality (71) and \( u_k^T \) is the transpose of the non-causal back-propagation filter output, defined as

\begin{align}
u_k &\triangleq \left[ \bar{W}^T (z^{-1}) \right] y_k = D^T \ y_k + \sum_{i=1}^{L-1} C_i^T \ y_{k+i} 
\end{align}

(83)

Let \( y_k \) represent an \( NL \times 1 \) matrix of outputs at the \( k^{th} \) iteration, which includes the \( k^{th} \) and the future \( L-1 \) \( N \)-d output vectors, i.e.,

\( y_k \triangleq \begin{bmatrix} y_k^T & y_{k+1}^T & \cdots & y_{k+L-1}^T \end{bmatrix}^T \)

then the back-propagation filter can also be expressed in the compact form

\begin{align}
u(k) &= \bar{W}^T \ y_k 
\end{align}

(84)

Using (81) and (82) in (80), we get the following update laws for the MIMO FIR transfer Function

\begin{align}
\Delta \bar{W}(z) &= \eta_k \left[ \bar{W}(z) - \sum_{i=0}^{L-1} \varphi(y_k) u_{k-i}^T z^{-i} \right] 
\end{align}

(85)

The update law (85) is non-causal as computation of \( u_{k-i}; i = 0, 1, 2, \ldots, L-1 \) requires up to \( L-1 \) future outputs to be available. Practically the update law can be implemented (or made causal) by introducing a delay of \( L-1 \) iterations between the update of the parameters and the computation of the output at the \( k^{th} \) iteration (this in fact amount of using a frame-buffering in order to initialize the update law as is used in practice). Thus, a causal version of (85) becomes

\begin{align}
\left[ \Delta \bar{W}(z) \right]_C = \eta_k \left[ \bar{W}(z) - \sum_{i=0}^{L-1} \varphi(y_{k-L+i}) u_{k-L-i}^T z^{-i} \right] 
\end{align}

(86)

Writing down the update laws in the time domain for the \( i^{th} \) component coefficient matrix \( W_i \), we have

\begin{align}
\left[ \Delta W_i \right]_C = \eta_k \left[ W_i - \varphi(y_{k-L+1}) u_{k-L-i}^T \right] 
\end{align}

(87)

Defining the new time index \( \overline{k} = k - L + 1 \), we have
\[
[\Delta W_i]_C = \eta_k \left[ W_i - \varphi \left( y \left( \bar{k} \right) \right) u^T \left( \bar{k} - i \right) \right]
\]

where the computation of the network output \( y(\bar{k}) \) and the back-propagation filter output \( u(\bar{k}) \) is computed as in the following expressions

\[
y(\bar{k}) = y(k - L + 1) = \bar{W}_m y_{k-L+1} = \sum_{l=1}^{L-1} C_i \varphi(k - L + 1 - i) + Dm(k - L + 1)
\]

\[
u(\bar{k}) = u(k - L + 1) = \bar{W}^T y_{k-L+1} = \sum_{i=1}^{L-1} C_i^T y(k - L + 1 + i) + D^T y(k - L + 1)
\]

Therefore the explicit causal update laws for the state space matrices \( C \) and \( D \), using the time index \( \bar{k} \) are

\[
\Delta C_i = \eta_k \left[ C_i - \varphi(y(\bar{k})) u(\bar{k} - i)^T \right], i = 1, 2, \cdots, L - 1
\]

\[
\Delta D = \eta_k \left[ D - \varphi(y(\bar{k})) u(\bar{k})^T \right]
\]

In the state space regime, the information back-propagation filter assumes the form

\[
\lambda(\bar{k} - 1) = A^T \lambda(\bar{k}) + C^T y(\bar{k})
\]

\[
u(\bar{k}) = B^T \lambda(\bar{k}) + D^T y(\bar{k})
\]

The non-minimum natural gradient algorithms (Amari et al., 1997a; Zhang et al., 1999 & 2000a; Waheed & Salam 2001, 2002, 2002d) require both forward and backward in time propagation by the adaptive MIMO FIR filter. One would require a buffer of \( 3L - 2 \) input samples to initiate the adaptation according to the update laws.

The non-minimum phase state space BSR update laws, being more general, also encompass the domain of the minimum phase mixing network case. This can be verified conveniently by using definition (83) in the update law for the matrix \( D \). Note, without any loss of generality, the delay introduced in the update law (92) to make it causal has been ignored for clarity.

\[
\Delta D = \eta_k \left[ D - \varphi(y(k)) u(k)^T \right]
\]

\[
= \eta_k \left[ D - \varphi(y(k)) \left( D^T y(k) + \sum_{i=1}^{L-1} C_i^T y(k + i) \right)^T \right]
\]

\[
= \eta_k \left[ D - \varphi(y(k)) \left( y(k)^T D + \sum_{i=1}^{L-1} y(k + i)^T C_i \right) \right]
\]

\[
= \eta_k \left[ \left( I - \varphi(y(k)) y(k)^T \right) D - \varphi(y(k)) \sum_{i=1}^{L-1} y(k + i)^T C_i \right]
\]

where the first term on the right hand side of equation (95) comprises the instantaneous minimum phase update of the matrix \( D \) (see equation (38)), while the second term constitutes the "non-
causal” update term corresponding to the back-propagating processing required for the double sided FIR demixing filter in the case of non-minimum phase environments. Similarly, the update law (91) can be expanded using (76)-(83) to show the explicit relationship to the minimum phase feedforward update law (37).

**Remark 3.4:** It should be noted that Equation (80) holds for the doubly infinite filter space. For an FIR Space domain, it does not satisfy a Lie group in the sense of the formulation in (Zhang et al., 2000a). In that event, the matrix product in (80) is defined differently and consequently a similar, but different, update law results.

4. Simulation Results

MATLAB simulation results for the three proposed algorithms are now presented. In all three cases, the environment comprises of a $3 \times 3$ IIR mixing convolving filter with the following model (see, Zhang & Cichocki, 2000b; Waheed & Salam, 2001).

$$\sum_{j=0}^{m-1} \mathcal{A}_j m(k-i) = \sum_{i=0}^{n-1} \mathcal{B}_i s(k-i) + v(k)$$  \hspace{1cm} (96)

where

- $\mathcal{A}_j, \mathcal{B}_i$: are the co-efficient matrices for the $i^{th}$ tap of the autoregressive and moving average sections of the filter respectively, and
- $v(k)$: is the additive gaussian measurement noise.

$m, n$: are the lengths of the auto-regressive and moving average lags in the filter.

The demixing network for each simulation can be initialized in a number of ways, depending on the available environment information, which may be collected via auxiliary means (Zhang et al., 2000, 2000b). This may include complete, partial, or no knowledge of the poles of the mixing environment (Waheed & Salam 2001, 2002). The primary advantage of incorporating knowledge of poles in a BSR algorithm is to obtain a more compact demixing network representation. All the three cases have been verified via simulation and the algorithms were able to converge satisfactorily using online update algorithms. However, due to limited space only typical results are being presented in this paper (see Salam et al., 2001; Waheed & Salam 2001, 2002, 2002a, 2002d for more details). Unless otherwise specified, the three original sources have sub-gaussian, gaussian and super-gaussian densities respectively.

The convergence performance of the BSR algorithms, for the linear and convolutive mixing, is measured using the multi-channel inter-symbol interference (ISI) benchmark. ISI is a measure of the global transfer function diagonalization and permutation as achieved by the demixing network and is defined as

$$ISI_k = \sum_{i=1}^{N} \frac{\sum_j \sum_p |G_{p,j}|- \max_{p,j} |G_{p,j}|}{\max_{p,j} |G_{p,j}|} + \sum_{j=1}^{N} \frac{\sum_i \sum_p |G_{p,i}|- \max_{p,i} |G_{p,i}|}{\max_{p,i} |G_{p,i}|}$$ \hspace{1cm} (97)

where

$G(z) = H(z) * \tilde{H}(z)$ - Global Transfer Function
\( \tilde{H}(z) = [A_c, B_c, C_c, D_c] \) – Transfer Function of Environment,

\( H(z) = [A, B, C, D] \) – Transfer Function of Network

As discussed earlier, the optimal score function for the derived update laws depends on the density function of the sources to be separated, which upon successful convergence of the algorithm is similar to the density of the separated outputs. We have used an adaptive score function (Waheed & Salam 2002, 2002a, 2003), which relies on the batch kurtosis of the output of the demixing system. This score function given by (98) converges to the optimal non-linearity for the demixing system as the network’S outputs approach stochastic independence.

\[
\varphi(y) = \begin{cases} 
y - \alpha \tanh(\beta y) & \kappa_4(y) \leq -\gamma 
y & \kappa_4(y) < \gamma 
\alpha \tanh(\beta y) & \kappa_4(y) \geq \gamma \end{cases}
\]

(98)

where

\( \kappa_4(y) \): represents batch kurtosis of the output signals.

\( \gamma \): represents a positive (density classification) threshold.

### 4.1. BSR from Minimum Phase Mixing Environments.

In this section, we present the BSR results for a minimum phase IIR mixing model of the form (96), where \( m = n = 3 \) and

\[
A_0 = \begin{bmatrix} 1 & 1 & -1 \\ 1 & -1 & 1 \\ 1 & -1 & 1 \end{bmatrix}, A_1 = \begin{bmatrix} 0.5 & 0.8 & -0.7 \\ 0.8 & -0.1 & -0.2 \\ -0.1 & -0.5 & 0.4 \end{bmatrix}, A_2 = \begin{bmatrix} 0.16 & -0.1 & -0.4 \\ -0.3 & -0.06 & 0.3 \end{bmatrix}
\]

\[
B_0 = \begin{bmatrix} 0.3 & 1 & 0.1 \\ 0.6 & -0.8 & 1 \end{bmatrix}, B_1 = \begin{bmatrix} 0.5 & 0.5 & 0.6 \\ -0.3 & 0.2 & -0.3 \end{bmatrix}, B_2 = \begin{bmatrix} 0.125 & 0.06 & 0.2 \\ -0.1 & 0 & 0.4 \end{bmatrix}
\]

In the transfer function domain, this MIMO transfer function will constitute a 3 \( \times \) 3 matrix with each element being an order 18 IIR filter (provided each element has been scaled to account for all the environment transmission poles). The transmission pole-zero map, the impulse response of the environment transfer function, the theoretical environment inverse, the corresponding typical demixing network solution estimate (after convergence), and the overall global transfer function using the minimum phase BSR algorithm (see Section 3.1) are respectively shown in Figure 5.

### 4.1.1. Simulation I: Feedforward Recovery of Minimum Phase Mixing

Using the proposed feedforward structure (Section 3.1), three different simulation scenarios are presented, where the poles of the demixing network have been fixed (a) at the solution, (b) all set to zero, or (c) set randomly but stable. In all cases, the matrix C is initialized to have small random elements, the matrix D is initialized to be the identity matrix, while matrices A and B are correspondingly set to be in the Canonical (controllable) Form I. The number of states in the
demixing state space network was correspondingly chosen to be 18, 60, and 27. For all three cases, the pole-zero map of the final demixing network and the online MISO convergence characteristics are presented in Figure 6 after 30,000 online iterations. It can be observed that in all the three cases the global transfer function is diagonalized, although the demixing networks have quite different pole-zero maps, indicating multiple possible recovery solutions to the same problem. A quantitative comparison of recovered results has been summarized in Table 1.

**Figure 5.** (a) Transmission Zeros and Poles of the Minimum Phase Mixing Environment, (b) Impulse response of the Environment Model, (c) Theoretical Environment Inverse, (d) Typical Estimated Demixing Network using Minimum Phase BSR algorithms, (e) Final Global Transfer Function.
Figure 6. Transmission pole-zero map and Convergence of MI$S_1$ performance index for the minimum phase feedforward network, when (a) all poles are set to the theoretical solution, (b) all poles are fixed at zero, (c) all poles are fixed but randomly set to be stable.

4.1.2. Simulation II: Feedback Recovery of Minimum Phase Mixing

For the proposed feedback structure (Section 3.2), similar three different simulation scenarios are presented, where the demixing network poles have been (a) fixed at the solution, (b) all set to
zero, or (c) set to be random but stable. The state space matrices and the number of states for the feedback network were chosen similar to the feedforward case. Note that again three different global diagonalizing demixing network pole-zero maps are obtained. The qualitative simulation result summary is presented in Figure 7. See Table 1 for a quantitative comparison.

Figure 7. Feedback transmission pole-zero map and Convergence of MISI performance index for the minimum phase feedback network, when (a) all poles are set to the theoretical solution, (b) all poles are fixed at zero, (c) all poles are fixed but randomly set to be stable.
4.2. Simulation III: Feedforward Recovery of Non-minimum Phase Mixing

For the case of non-minimum phase IIR mixing environment model (96), we again choose \( m = n = 3 \) and the coefficient matrices are given by

\[
\mathbf{A}_0 = \begin{bmatrix} 1 & 1 & -1 \\ 1 & -1 & 1 \\ 1 & -1 & 1 \end{bmatrix}, \quad \mathbf{A}_1 = \begin{bmatrix} 0.5 & 0.8 & -0.7 \\ 0.8 & 0.3 & -0.2 \\ -0.1 & -0.5 & 0.4 \end{bmatrix}, \quad \mathbf{A}_2 = \begin{bmatrix} 0.06 & 0.4 & -0.5 \\ 0.16 & -0.1 & -0.4 \\ -0.3 & -0.06 & 0.3 \end{bmatrix}
\]

\[
\mathbf{B}_0 = \begin{bmatrix} 1 & 0.6 & 0.8 \\ 0.5 & 1 & 0.7 \\ 0.6 & 0.8 & 1 \end{bmatrix}, \quad \mathbf{B}_1 = \begin{bmatrix} 0.5 & 0.7 & 0.16 \\ 0.7 & 0.2 & -0.3 \\ -0.2 & 0.53 & 0.6 \end{bmatrix}, \quad \mathbf{B}_2 = \begin{bmatrix} 0.425 & 0.3 & 0.7 \\ -0.1 & 0 & -0.4 \\ 0.08 & -0.13 & 0.3 \end{bmatrix}
\]

The theoretical inverse of this environment model will be an unstable IIR filter with a minimum of 20 states. This instability stems from having two poles of the intended demixing network to be outside the unit circle. However, the demixing network is setup to be comprised of a doubly-finite \( 3 \times 3 \) FIR demixing filter with 31 taps per filter (i.e., a total of 90 states) and supplied with mixtures of multiple source distributions. The augmented matrix \( \hat{\mathbf{W}} = [\mathbf{D} \mathbf{C}] \) is initialized to be full rank, while \( \mathbf{A} \) and \( \mathbf{B} \) are in Canonical form I. The update results after 40,000 iterations are depicted in Figure 8. A close comparison of the theoretical environment inverse and the adaptively estimated inverse reveals that the theoretical result forms a part of the much larger (in number of taps), estimated inverse.
A quantitative performance comparison of the (blindly) recovered communication signals using the presented BSR algorithms is provided in Table 1. For the table below, we have defined  

$$ISI_i \text{(in dB)} = 20 \log_{10}(ISI_i)$$  \hspace{1cm} (99)$$

where $ISI_i$ is the intersymbol-interference in the $i^{th}$ signal computed using the relation (97).

<table>
<thead>
<tr>
<th></th>
<th>Minimum Phase Feedforward Demixing</th>
<th>Minimum Phase Feedback Demixing</th>
<th>Non-minimum Phase Demixing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Poles known</td>
<td>Poles fixed at zero</td>
<td>Stable Poles fixed randomly</td>
</tr>
</tbody>
</table>

**Table 1. Quantitative Signal Recovery Comparison of the proposed algorithms**
5. **Conclusion**

This paper presents a generalized Blind Source Recovery (BSR) framework based on the theory of optimization under constraints of a state space representation with the Kullback-Liebler divergence as the performance functional. The framework is then specialized to the state space blind source recovery for both static and dynamic environments, which may possess either a minimum phase or a non-minimum phase structure. For the case of minimum phase environments, two possible state-space demixing networks in feedforward and feedback configuration are proposed. For non-minimum phase (convolutive) mixing, to avoid any instability, the demixing network is set as a non-causal all-zero feedforward state space network. The update laws for all the cases have been derived using the natural (or the Riemannian contravariant) gradient.

The algorithms have been extensively simulated for both synthetic and physical data. The simulation results for all the cases have been provided using mixtures of multiple source densities, including one gaussian source. The algorithms exhibit success in recovery of sources in all cases. Furthermore, for the case of minimum phase environments, various possible scenarios of mixing network zeros have been explored. A comparative table for a set of communication signals has also been provided as a quantitative guideline for the achievable separation/recovery results using the proposed online adaptive algorithms.
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