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Abstract

Model selection is one of the key issues both in recent research and application of kernel methods. Cross-validation is a commonly employed and widely accepted model selection criterion. However, it requires multiple times of training the algorithm under consideration, which is computationally intensive. In this paper, we present a novel strategy for approximating the cross-validation based on the Bouligand influence function (BIF), which only requires the solution of the algorithm once. The BIF measures the impact of an infinitesimal small amount of contamination of the original distribution. We first establish the link between the concept of BIF and the concept of cross-validation. The BIF is related to the first order term of a Taylor expansion. Then, we calculate the BIF and higher order BIFs, and apply these theoretical results to approximate the cross-validation error in practice. Experimental results demonstrate that our approximate cross-validation criterion is sound and efficient.

1. Introduction

Kernel methods, such as SVM (Steinwart & Christmann, 2008; Vapnik, 2000), least squares support vector machine (LSSVM) (Suykens & Vandewalle, 1999) and support vector regression (SVR) (Shawe-Taylor & Cristianini, 2000), have been widely used in data mining and machine learning. The performance of these kernel methods greatly depends on the choice of some hyper-parameters (such as the kernel parameter and regularization parameter), therefore the model selection problem becomes an important topic in kernel methods. A related problem is the evaluation of the generalization ability of the learning algorithms. In fact, it is common to select the optimal hyper-parameters by choosing the ones with the lowest generalization error.

Obviously, the generalization error is not directly computable, as the probability distribution generating the data is unknown, therefore it is necessary to resort to estimates of its value. This error can be estimated either via testing on some data which has not been used for learning (hold-out validation or cross-validation techniques) or via a bound given by theoretical analysis (Chapelle et al., 2002). To establish the upper bounds of the generalization error, some measures are introduced: such as VC dimension (Vapnik, 2000), Rademacher complexity (Bartlett & Mendelson, 2002), maximal discrepancy (Bartlett et al., 2002), regularized risk (Schölkopf & Smola, 2002), radius-margin bound (Vapnik, 2000), compression coefficient (Luxburg et al., 2004) and eigenvalues perturbation (Liu et al., 2013).

While there have been many interesting attempts to use the above bounds or other techniques to pick the hyper-parameters, the most commonly used and widely accepted methods for selecting the hyper-parameters are still the k-fold cross-validation (KCV) and leave-one-out cross-validation (LOO). However, KCV and LOO requires the solution of the algorithm under consideration several times, which are computationally expensive. For the sake of efficiency, some approximate LOO criteria for some specific algorithms are given: such as generalized cross-validation (GCV) (Golub et al., 1979), influence function (Debruyne et al., 2008), generalized approximate cross-validation (GACV) (Wahba et al., 1999) and span bound (Chapelle et al., 2002).

In this paper, we will present a novel strategy for approximating the k-fold cross-validation based on the Bouligand influence function (BIF) (Christmann & Messem, 2008). To our knowledge, an effective strategy for approximating the k-fold cross-validation error (for all k) for kernel methods has never been given before. We establish the link...
between the concept of BIF and the concept of KCV, and present a novel method to calculate the BIF and higher order BIFs at the continuous distribution. Furthermore, we evaluate these BIFs at the sample distribution and use these BIFs to obtain an approximation of KCV. Our method requires the solution of the algorithm only once, which can dramatically improve the efficiency. Experimental results demonstrate that our BIF criterion is a good choice for model selection.

Related Work

In recent years, some researchers study the robustness of the kernel methods. In the field of robust statistics the influence function (IF) (Hampel et al., 1986) is introduced in order to analyze the effects of outliers on the algorithm. This influence function is defined for continuous distributions that are slightly perturbed by adding a small amount of probability mass at a certain place. Christmann and Steinwart (Christmann & Steinwart, 2004; 2007), Steinwart and Christmann (Steinwart & Christmann, 2008), Christmann et al. (Christmann et al., 2009), and Messem and Christmann (Messem & Christmann, 2010) show that SVMs for classification and regression have a bounded influence function under some assumptions of the loss function. Debruyne et al. (Debruyne et al., 2008) presented a method to estimate the LOO via the influence function. Christmann and Messem (Christmann & Messem, 2008) generalize the notion of influence function, and introduce a new notion from Bouligand-derivatives (Robinson, 1991) called Bouligand influence function (BIF), which measures the impact of an infinitesimal small amount of contamination of the original distribution. They show that SVMs have a bounded BIF with some weaker assumptions of loss function.

For kernel methods, such as SVM, LSSVM and SVR, the form of the decision function is \( f(x) = \sum_{i} \alpha_i K(x, x_i) + b \). The above work about the robust statistics of kernel methods all ignore the bias \( b \). However, sometimes the bias \( b \) plays an important role in the performance of kernel methods. In this paper, we consider the \( b \), and present a theoretical result to calculate the BIF at the continuous distribution. This result generalizes the result of Christmann and Messem (Christmann & Messem, 2008) with a much simpler proof. Debruyne et al. (Debruyne et al., 2008) present a method to calculate the higher order IFs, and apply these results to approximate the LOO. We generalize the results of IFs to BIFs, and apply these results of BIFs to approximate the cross-validation error.

The rest of the paper is organized as follows. In Section 2, we introduce some elementary facts. In Section 3, we introduce the concept of BIF, and give a novel strategy for approximating the cross-validation error. A method to calculate the BIF and higher order BIFs is proposed in Section 4. In Section 5, we show how to use these BIFs to approximate the cross-validation estimator in practice. We empirically analyze the performance of our proposed approximate cross-validation criterion in Section 6. We end in Section 7 with conclusion.

2. Preliminaries

Let \( S = \{(x_i, y_i)\}_{i=1}^{n} \) be a sample set of size \( n \) drawn identically and independently from a fixed, but unknown probability measure \( P \) on \( Z = X \times Y, X \subseteq \mathbb{R}^{d}, Y \subseteq \mathbb{R} \) for regression, and \( Y \subseteq \{+1, -1\} \) for classification. Let \( K: X \times X \rightarrow \mathbb{R} \) be a kernel, that is, \( K \) is symmetric and for any finite set of points \( \{x_1, \ldots, x_n\} \subseteq X \), the kernel matrix \( K = [K(x_i, x_j)]_{i,j=1}^{n} \) is positive semidefinite. The reproducing kernel Hilbert space (RKHS) \( \mathcal{H} \) associated with the kernel \( K \) is defined to be the completion of the linear span of the set of functions \( \{\Phi(x) = K(x, \cdot) : x \in X\} \) with the inner product denoted as \( \langle \cdot, \cdot \rangle_K \) satisfying \( \langle \Phi(x), \Phi(x') \rangle_K = K(x, x') \) (Aronszajn, 1950).

The operator \( f_{\lambda, K} + b_{\lambda, K} : P \rightarrow f_{\lambda, K, P} + b_{\lambda, K, P} \) is defined by \( f_{\lambda, K, P} + b_{\lambda, K, P} = \arg \min_{f \in \mathcal{H}, b \in \mathbb{R}} \mathbb{E}_P V(y - f(x) - b) + \lambda \|f\|^2_K \),

where \( V(\cdot) \) is a loss function and \( \lambda \) is the regularization parameter. When the sample distribution \( P_n \) is used, one has that \( f_{\lambda, K, P_n} + b_{\lambda, K, P_n} = \arg \min_{f \in \mathcal{H}, b \in \mathbb{R}} \frac{1}{n} \sum_{i=1}^{n} V(y_i - f(x_i) - b) + \lambda \|f\|^2_K \).

Such estimators have been studied in detail, see for example (Wahba, 1990; Vapnik, 2000).

LSSVM (Suykens & Vandewalle, 1999; Cavley & Talbot, 2007), \( \epsilon \)-insensitive support vector regression (\( \epsilon \)-SVR) (Shawe-Taylor & Cristianini, 2000) and quadratic \( \epsilon \)-insensitive support vector regression (quadratic \( \epsilon \)-SVR) (Shawe-Taylor & Cristianini, 2000) are only different in the choice of the loss function. For LSSVM, \( V(r) = r^2 \), for \( \epsilon \)-SVR, \( V(r) = \max\{|r| - \epsilon, 0\} \), and for quadratic \( \epsilon \)-SVR, \( V(r) = (\max\{|r| - \epsilon, 0\})^2 \).

Unless specially stated, we respectively write \( f_{\lambda, K, P} \) and \( b_{\lambda, K, P} \) as \( f_P \) and \( b_P \) in the following.

3. A Strategy for Fast Approximation of Cross Validation

In this section, we introduce the Bouligand influence function (BIF) (Christmann & Messem, 2008) and higher order BIFs, and show how to use these BIFs to approximate the \( k \)-fold cross-validation (KCV).
3.1. Bouligand Influence Function

**Definition 1.** Let \( P \) be a distribution and \( T \) be an operator \( T : P \rightarrow T(P) \). Then the **Bouligand influence function (BIF)** of \( T \) at \( P \) in the direction of a distribution \( Q \neq P \) is defined as

\[
BIF(Q;T,P) = \lim_{\epsilon \to 0} \frac{T((1-\epsilon)P + \epsilon Q) - T(P)}{\epsilon}.
\]

The BIF measures the impact of an infinitesimal small amount of contamination of the original distribution \( P \) in the direction of \( Q \) on the quantity of \( T(P) \).

Denote \( P_{\epsilon,Q} = (1-\epsilon)P + \epsilon Q \). One can see that the BIF is a first order derivative of \( T(P_{\epsilon,Q}) \) at \( \epsilon = 0 \). Higher order BIFs can be defined too:

**Definition 2.** Let \( P \) be a distribution and \( T \) be an operator \( T : P \rightarrow T(P) \). Then the \( k \)-th order BIF of \( T \) at \( P \) in the direction of a distribution \( Q \neq P \) is defined as

\[
BIF_k(Q;T,P) = \frac{\partial^k}{\partial \epsilon^k} T(P_{\epsilon,Q})|_{\epsilon=0}.
\]

If all BIFs exist then the following Taylor expansion holds:

\[
T(P_{\epsilon,Q}) = T(P) + \sum_{i=1}^{\infty} \frac{\epsilon^i}{i!} BIF_i(Q;T,P).
\]

3.2. A Strategy for Approximating the KCV using BIF

Assume the sample set \( S = \{(x_i,y_i)\}_{i=1}^n \) is divided into \( k \) disjoint parts \( \{S_i\}_{i=1}^k \). Let \( P_n^{-S_i} \) be the empirical distribution of the sample \( S \) without the observations \( S_i \), that is, \( P_n^{-S_i}(x) = \frac{1}{n-M} \) \( \text{if } x \in S \setminus S_i \), otherwise 0, where \( M \) is the size of \( S_i \).

For \( k \)-fold cross-validation, the \( T(P_n^{-S_i}) \) should be computed for every \( i \). This means that the algorithm under consideration has to be executed \( k \) times, which is computationally intensive.

If the BIFs of \( T \) can be calculated, we can provide a fast alternative. First note that

\[
P_n^{-S_i} = \left(1 - \frac{1}{n-M}\right) P_n + \frac{-M}{n-M} \Delta_{S_i},
\]

where \( \Delta_{S_i} \) is the sample distribution corresponding to the sample \( S_i \) that is, \( \Delta_{S_i}(x) = \frac{1}{M} \) \( \text{if } x \in S_i \), otherwise 0. Thus, taking \( Q = \Delta_{S_i} \), \( \epsilon = \frac{-M}{n-M} \), \( P_{\epsilon,Q} = P_n^{-S_i} \), \( P = P_n \) and \( T = f_{\lambda,K} + b_{\lambda,K} \), Equation (1) gives

\[
f_{P_n^{-S_i}} + b_{P_n^{-S_i}} = f_{P_n} + b_{P_n} + \sum_{j=1}^{\infty} \left(\frac{-M}{n-M}\right)^j \frac{\epsilon}{j!} BIF_j(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n).
\]

The right hand side now only depends on the full sample \( P_n \) and \( \Delta_{S_i} \). Given the \( BIF_j(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n) \), the \( k \)-fold cross validation error can be written as

\[
k-CV = \frac{1}{n} \sum_{i=1}^{k} \sum_{x_j \in S_i} L(y_j, f_{P_n} + b_{P_n} + \sum_{p=1}^{\infty} \left(\frac{-M}{n-M}\right)^p \frac{\epsilon}{p!} BIF_P(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n),)
\]

where \( L(\cdot,\cdot) \) is an appropriate loss function. It only requires the solution of the algorithm once.

Note that \( -M/(n-M) = -1/(k-1) \), the \( \frac{(-1)^p}{(k-1)p!} \) is very small for some large \( p \). Thus, we can take the low order approximation of the Taylor expansion to effectively approximate the \( k \)-fold cross-validation:

\[
k-CV \approx \frac{1}{n} \sum_{i=1}^{k} \sum_{x_j \in S_i} L(y_j, f_{P_n} + b_{P_n} + \sum_{p=1}^{r} \left(\frac{-M}{n-M}\right)^p \frac{\epsilon}{p!} BIF_P(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n),)
\]

**Remark 1.** In our experiments, when the order of Taylor expansion \( r \geq 3 \), we find that the value of the approximate cross-validation error is almost the same as original one.

4. The Calculation of BIFs

In this section, we first provide a novel method to calculate the BIF and higher order BIFs at the continuous distribution \( P \), and then estimate these BIFs at the specific sample distribution \( P_n \).

4.1. The Calculation of BIFs at Continuous Distribution

By the definition of the \( k \)-th order BIF of \( f_{\lambda,K} + b_{\lambda,K} \), \( k = 1,2, \ldots \), it is easy to verify that

\[
BIF_k(Q; f_{\lambda,K} + b_{\lambda,K}, P) = \frac{\partial}{\partial \epsilon} f_{P_{\epsilon,Q}}|_{\epsilon=0} + \frac{\partial}{\partial \epsilon} b_{P_{\epsilon,Q}}|_{\epsilon=0}.
\]

Let \( V_p = V(y - f_P(x) - b_P) \), the first order BIF at the \( P \) will be given in the following theorem.

**Theorem 1.** Let \( H \) be the RKHS of a bounded continuous kernel \( K \) on \( \mathcal{X} \). Furthermore, let \( P \) be a distribution on \( \mathcal{X} \times \mathcal{Y} \), then the BIF of \( f_{\lambda,K} + b_{\lambda,K} \) in the direction of a distribution \( Q \neq P \) is

\[
\left[ \frac{\partial}{\partial \epsilon} f_{P_{\epsilon,Q}}|_{\epsilon=0}, \frac{\partial}{\partial \epsilon} b_{P_{\epsilon,Q}}|_{\epsilon=0} \right] = L^{-1}[-2\lambda f_P + \mathbb{E}_Q(V_P^{\Phi}(x)), \mathbb{E}_Q V_P],
\]
where the operator \( L : (\mathcal{H}, \mathbb{R}) \to (\mathcal{H}, \mathbb{R}) \) is defined by
\[
L(f, b) = \left[ 2\lambda f + \mathbb{E}_P(V''_f f(x)\Phi(x)) + b\mathbb{E}_P(V''_b \Phi(x)), \\
\mathbb{E}_P(V''_f f(x)) + b\mathbb{E}_P(V''_b) \right].
\]
The proof is given in Appendix A.

**Remark 2.** The first order BIF of the decision function without the bias term \((b_{\lambda,K} = 0)\) has been given in (Christmann & Messe, 2008). Our above theorem generalizes their result. Moreover, our proof is much simpler.

The higher order BIF is given in the following theorem:

**Theorem 2.** Let \( \mathcal{H} \) be the RKHS of a bounded continuous kernel \( K \) on \( X \). Let \( V \) be a convex loss function such that the third derivative is \( 0 \). Furthermore, let \( P \) be a distribution on \( X \times Y \), then the \((k+1)\) order BIF of \( f_{\lambda,K} + b_{\lambda,K} \) in the direction of a distribution \( Q \neq P \) is
\[
\left[ \frac{\partial}{\partial |t|^{k+1}} f_{P_t, Q} \right]_{|e=0} = \frac{(k+1)}{L} \left[ 2\mathbb{E}_P(BIF_k(Q; f_{\lambda,K} + b_{\lambda,K}, P)V''(\Phi(x))) - \mathbb{E}_Q(BIF_k(Q; f_{\lambda,K} + b_{\lambda,K}, P)V''(\Phi(x))) \\
\mathbb{E}_P(BIF_k(Q; f_{\lambda,K} + b_{\lambda,K}, P)V'_b(\Phi(x))) - \mathbb{E}_Q(BIF_k(Q; f_{\lambda,K} + b_{\lambda,K}, P)V'_b) \right].
\]

where the operator \( L : (\mathcal{H}, \mathbb{R}) \to (\mathcal{H}, \mathbb{R}) \) is defined by
\[
L(f, b) = \left[ 2\lambda f + \mathbb{E}_P(V''_f f(x)\Phi(x)) + b\mathbb{E}_P(V''_b \Phi(x)), \\
\mathbb{E}_P(V''_f f(x)) + b\mathbb{E}_P(V''_b) \right].
\]
The proof is given in Appendix B.

**Remark 3.** For the common loss function \( V \) such as \( V(r) = r^2 \) and \( V(r) = (\max(|r| - \epsilon, 0))^2 \), the third derivative is \( 0 \). Thus, the assumption of the above Theorem is feasible.

### 4.2. The Calculation of BIFs at the Sample Distribution

In this subsection, we will estimate the BIF at the sample distribution \( P_n \) to obtain \( BIF_j(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n) \).

#### 4.2.1. LSSVM

First consider taking the least squares loss \( V(r) = r^2 \). From Theorem 1, the operator \( L \) at \( P_n \) maps any \((f, b) \in (\mathcal{H}, \mathbb{R})\) to
\[
L(f, b) = \left[ 2\lambda f + \frac{2}{n}\sum_{j=1}^n f(x_j)\Phi(x_j) + \frac{2b}{n}\sum_{j=1}^n \Phi(x_j), \\
\frac{2}{n}\sum_{j=1}^n f(x_j) + 2b \right].
\]

Denote \( f = (f(x_1), \ldots, f(x_n))^T \), \( 1 = (1, \ldots, 1)^T \), kernel matrix \( K = [K(x_i, x_j)]_{i,j=1}^n \). Note that
\[
\begin{bmatrix}
L(f, b)(x_1) \\
\vdots \\
L(f, b)(x_n)
\end{bmatrix} = \begin{bmatrix}
\lambda I_n + \frac{1}{n}K \frac{1}{n}K1 \\
\frac{1}{n}1^T \\
\frac{1}{n}1
\end{bmatrix} \begin{bmatrix}
f \\
b
\end{bmatrix},
\]
which means that the matrix
\[
2L_n := 2 \lambda I_n + \frac{1}{n}K \frac{1}{n}K1
\]
is the finite sample version of the operator \( L \) at \( P_n \). Denote
\[
\frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_i |\epsilon=0) = \left( \frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_i |\epsilon=0), \ldots, \frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_n |\epsilon=0) \right)^T.
\]
From Theorem 1, it is now clear that
\[
\left[ \frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_i |\epsilon=0) \right]_{\epsilon=0} = L^{-1} \left[ \frac{1}{n} |K | S_i | g - \lambda f_{P_n} \right]
\]
where \( g = (g_1, \ldots, g_n)^T \), \( g_i = y_i - f_{P_n}(x_i) - b_{P_n} \), \( g_{S_i} = \sum_{j \in S_i} g_j \) if \( x_j \in S_i \), otherwise \( 0 \), \( f_{P_n} = (f_{P_n}(x_1), \ldots, f_{P_n}(x_n))^T \), \( S_i \) denote the \( n \times n \) matrix as \( |S_i|_{j,k} = 1 \) if \( x_k \in S_i \), otherwise \( 0 \), and \( \bullet \) is the entrywise matrix product (also known as the Hadamard product).

From Theorem 2, one sees similarly that the higher order terms can be computed
\[
\left[ \frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_i |\epsilon=0) \right]_{\epsilon=0} = \left( \frac{1}{n} |K_k | S_i | b_{P_n, S_i} \right)
\]
where
\[
b_k = \left( BIF_k(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n)(x_1), \ldots, BIF_k(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n)(x_n) \right)^T,
\]
\[
BIF_k(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n)(x_j) = \frac{\partial}{\partial \epsilon f} f_{P_n, \Delta S_i}(x_j |\epsilon=0) + \frac{\partial}{\partial \epsilon b} f_{P_n, \Delta S_i}(x_j |\epsilon=0),
\]
\[
b_{k,S_i} = (b_{k,S_i,1}, \ldots, b_{k,S_i,n})^T, b_{k,S_i,j} = b_{k,j} \text{ if } x_j \in S_i, \text{ otherwise } 0.
\]

For the \( k \)-fold cross-validation, define \([BIFMLSSVM_i]\) the \( k \times n \) matrix with
\[
[BIFMLSSVM_i]_{i,j} = BIF_i(\Delta_{S_i}; f_{\lambda,K} + b_{\lambda,K}, P_n)(x_j).
\]
According to Equation (2), by cutting it off at some step \( r \), we have

\[
f_{P_n^{s,s}}(x_j) + b_{P_n^{s,s}} \approx f_{P_n}(x_j) + b_{P_n} + \sum_{s=1}^{r} \left( \frac{-1}{k-1} \right)^s \frac{1}{s!} [BIFMLSSVM_{M}]_{i,j}.
\]  

(3)

4.2.2. Quadratic \( \epsilon \)-SVR

For the quadratic \( \epsilon \)-insensitive loss we have that

\[
V(r) = \begin{cases} 
0, & \text{if } |r| \leq \epsilon \\
(r-\epsilon)^2, & \text{if } |r| > \epsilon
\end{cases}
\]

and thus \( V'(r) = \begin{cases} 
0, & \text{if } |r| < \epsilon \\
2(r-\epsilon), & \text{if } |r| > \epsilon
\end{cases} \)

\[
V''(r) = \begin{cases} 
0, & \text{if } |r| < \epsilon \\
2, & \text{if } |r| > \epsilon
\end{cases}
\]

Note that the derivatives in \( r = \epsilon \) do not exist, but in practice the probability that \( r = \epsilon \) is 0, so we can ignore this possibility.

Similar with the least squares loss, it is easy to verify that

\[
L_n = \begin{bmatrix} 2\lambda I_n + \frac{1}{n} [K \bullet B] & [K \bullet B] \cdot 1 \end{bmatrix}
\]

is the finite sample version of the operator \( L \) at sample \( P_n \), where \( B \) denote the matrix containing \( V''(y_i - f_{P_n}(x_i) - b_{P_n}) \) at every entry in the \( i \)-th column, and \( v = (v_1, \ldots, v_n)^T \), \( v_i = V''(y_i - f_{P_n}(x_i) - b_{P_n}) \).

From Theorem 1, we have

\[
\begin{bmatrix} \frac{\partial}{\partial r} f_{P_n}(x_j) |_{r=0} \\ \frac{\partial}{\partial r} b_{P_n}(x_j) |_{r=0} \end{bmatrix} = L_n^{-1} \begin{bmatrix} \frac{1}{\lambda} K \bullet S_i u - \lambda f_{P_n} \\ \frac{1}{\lambda} u^T S_i 1 \end{bmatrix}
\]

where \( u = (u_1, \ldots, u_n), u_i = V'(y_i - f_{P_n}(x_i) - b_{P_n}), u_{S_i} = (u_{S_i,1}, \ldots, u_{S_i,n}), u_{S_i,j} = u_j \) if \( x_j \in S_i \), otherwise 0. By Theorem 2, the higher order terms can be computed,

\[
\begin{bmatrix} \frac{\partial}{\partial r} f_{P_n}(x_j) |_{r=0} \\ \frac{\partial}{\partial r} b_{P_n}(x_j) |_{r=0} \end{bmatrix} = L_n^{-1} \begin{bmatrix} \frac{1}{\lambda} K \bullet B | b_k - \frac{1}{\lambda} K \bullet B \cdot S_i b_k \\ \frac{1}{\lambda} v^T b_k - \frac{1}{\lambda} v_{S_i}^T b_k \end{bmatrix}
\]

where \( v = (v_1, \ldots, v_n)^T, v_i = V''(y_i - f_{P_n}(x_i) - b_{P_n}), v_{S_i,j} = v_j \) if \( x_j \in S_i \), otherwise 0.

For the \( k \)-fold cross-validation, let \( [BIFMSV R_t] \) be the \( k \times n \) matrix with

\[
[BIFMSV R_t]_{i,j} = BIF_t(D_{S_i} f_{\lambda,K} + b_{\lambda,K}, P_n)(x_j).
\]

From Equation (2), we have

\[
f_{P_n^{s,s}}(x_j) + b_{P_n^{s,s}} \approx f_{P_n}(x_j) + b_{P_n} + \sum_{s=1}^{\frac{k}{t}(k-1)} \left( \frac{-1}{k-1} \right)^s \frac{1}{s!} [BIFMLSSVM_{M}]_{i,j}.
\]  

(4)

5. Approximate KCV Criteria

The traditional \( k \)-fold cross-validation error is given by

\[
kCV = \frac{1}{n} \sum_{i=1}^{k} \sum_{x_j \in S_i} \ell(y_j, f_{\lambda,K,P_n}(x_j) + b_{\lambda,K,P_n} +
\sum_{s=1}^{\frac{k}{t}(k-1)} \left( \frac{-1}{k-1} \right)^s \frac{1}{s!} [BIFMLSSVM_{M}]_{i,j}.
\]

For quadratic \( \epsilon \)-SVR:

\[
\epsilon-BIF_t^k = \frac{1}{n} \sum_{i=1}^{k} \sum_{x_j \in S_i} \ell(y_j, f_{\lambda,K,P_n}(x_j) + b_{\lambda,K,P_n} +
\sum_{s=1}^{\frac{k}{t}(k-1)} \left( \frac{-1}{k-1} \right)^s \frac{1}{s!} [BIFMSV R_s]_{i,j}.
\]

5.1. Time Complexity Analysis

To compute \( BIF_t^k \) and \( \epsilon-BIF_t^k \), we need \( O(n^3) \) to calculate the inversion of \( L_n \), and \( O(kn^2 + tn^2) \) to calculate the BIF matrices, where \( n \) is the size of the training set, \( k \) is the fold of cross-validation and \( t \) is the order of the Taylor expansion. Thus, the overall time complexity of \( BIF_t^k \) and \( \epsilon-BIF_t^k \) are both \( O(n^3 + kn^2 + tn^2) \).

For the traditional \( k \)-fold cross-validation method, the algorithm under consideration need to be executed \( k \) times, thus for LSSVM and quadratic \( \epsilon \)-SVR the time complexity are both \( O(kn^3) \).

6. Experiments

In this section, we will empirically analyze the performance of our proposed approximate \( k \)-fold cross-validation criterion (BIF-kCV).
Table 1. The average testing errors (%) on the classification data sets and the testing mean square error (MSE) on regression data sets, the order of Taylor expansion $t = 3$.

<table>
<thead>
<tr>
<th>Classification</th>
<th>EP</th>
<th>ELOO</th>
<th>SCV</th>
<th>BIF-SCV</th>
<th>10CV</th>
<th>BIF-10CV</th>
<th>20CV</th>
<th>BIF-20CV</th>
</tr>
</thead>
<tbody>
<tr>
<td>ionsphere</td>
<td>14.74 ± 3.97</td>
<td>6.65 ± 1.47</td>
<td>7.16 ± 1.54</td>
<td>8.18 ± 1.54</td>
<td>7.16 ± 2.07</td>
<td>7.61 ± 1.69</td>
<td>8.18 ± 1.54</td>
<td>8.07 ± 1.68</td>
</tr>
<tr>
<td>breast</td>
<td>3.58 ± 0.38</td>
<td>3.07 ± 0.59</td>
<td>3.45 ± 0.81</td>
<td>3.45 ± 0.81</td>
<td>3.45 ± 0.81</td>
<td>3.45 ± 0.81</td>
<td>3.45 ± 0.81</td>
<td>3.45 ± 0.81</td>
</tr>
<tr>
<td>diabetes</td>
<td>24.22 ± 1.67</td>
<td>23.83 ± 1.69</td>
<td>22.24 ± 2.47</td>
<td>22.24 ± 2.47</td>
<td>22.66 ± 2.23</td>
<td>22.66 ± 2.23</td>
<td>22.50 ± 2.18</td>
<td>22.50 ± 2.18</td>
</tr>
<tr>
<td>fourclass</td>
<td>22.87 ± 0.98</td>
<td>19.49 ± 3.03</td>
<td>18.19 ± 3.32</td>
<td>18.19 ± 3.32</td>
<td>18.19 ± 3.32</td>
<td>18.19 ± 3.32</td>
<td>17.12 ± 2.28</td>
<td>17.12 ± 2.28</td>
</tr>
<tr>
<td>australian</td>
<td>13.51 ± 1.18</td>
<td>14.29 ± 1.81</td>
<td>15.19 ± 2.18</td>
<td>15.19 ± 2.18</td>
<td>14.09 ± 1.96</td>
<td>14.09 ± 1.96</td>
<td>14.49 ± 2.35</td>
<td>14.49 ± 2.35</td>
</tr>
<tr>
<td>heart</td>
<td>18.96 ± 3.08</td>
<td>19.70 ± 4.19</td>
<td>16.56 ± 3.35</td>
<td>17.41 ± 1.69</td>
<td>16.15 ± 3.33</td>
<td>17.85 ± 2.25</td>
<td>16.15 ± 2.98</td>
<td>17.59 ± 3.07</td>
</tr>
<tr>
<td>german</td>
<td>25.84 ± 2.84</td>
<td>26.38 ± 2.31</td>
<td>25.52 ± 1.45</td>
<td>25.52 ± 1.45</td>
<td>25.23 ± 1.38</td>
<td>25.28 ± 1.38</td>
<td>25.28 ± 1.38</td>
<td>25.28 ± 1.38</td>
</tr>
<tr>
<td>liver</td>
<td>39.42 ± 4.06</td>
<td>31.39 ± 3.71</td>
<td>29.71 ± 1.86</td>
<td>29.71 ± 1.86</td>
<td>31.21 ± 1.86</td>
<td>31.10 ± 3.43</td>
<td>31.10 ± 3.43</td>
<td>31.10 ± 3.43</td>
</tr>
<tr>
<td>sonar</td>
<td>17.12 ± 2.39</td>
<td>16.15 ± 3.65</td>
<td>16.92 ± 4.49</td>
<td>17.88 ± 2.08</td>
<td>17.12 ± 4.58</td>
<td>18.62 ± 2.48</td>
<td>16.92 ± 4.69</td>
<td>17.32 ± 2.45</td>
</tr>
<tr>
<td>a2</td>
<td>20.38 ± 1.68</td>
<td>18.90 ± 1.01</td>
<td>18.99 ± 0.95</td>
<td>18.99 ± 0.95</td>
<td>19.10 ± 0.96</td>
<td>19.10 ± 1.05</td>
<td>19.10 ± 1.05</td>
<td>19.10 ± 1.05</td>
</tr>
<tr>
<td>Regression</td>
<td>EP</td>
<td>ELOO</td>
<td>SCV</td>
<td>BIF-SCV</td>
<td>10CV</td>
<td>BIF-10CV</td>
<td>20CV</td>
<td>BIF-20CV</td>
</tr>
<tr>
<td>bodyfat</td>
<td>5.1e± 3.1e-5</td>
<td>3.9e± 9.9e-6</td>
<td>4.5e± 1.4e-5</td>
<td>4.5e± 1.4e-5</td>
<td>4.5e± 1.4e-5</td>
<td>4.5e± 1.4e-5</td>
<td>4.5e± 1.4e-5</td>
<td>4.5e± 1.4e-5</td>
</tr>
<tr>
<td>housing</td>
<td>3.13 ± 6.4</td>
<td>24.3 ± 3.4</td>
<td>23.9 ± 3.8</td>
<td>23.9 ± 3.8</td>
<td>23.9 ± 3.8</td>
<td>23.9 ± 3.8</td>
<td>23.9 ± 3.8</td>
<td>23.9 ± 3.8</td>
</tr>
<tr>
<td>mpg</td>
<td>12 ± 2.2</td>
<td>9.6 ± 1.5</td>
<td>8.7 ± 0.8</td>
<td>8.7 ± 0.8</td>
<td>8.7 ± 0.8</td>
<td>8.6 ± 0.8</td>
<td>8.6 ± 0.8</td>
<td>8.6 ± 0.8</td>
</tr>
<tr>
<td>plantago</td>
<td>1.2 ± 4.0e-3</td>
<td>1.4 ± 2.4e-3</td>
<td>1.0 ± 2.9e-3</td>
<td>1.1 ± 2.4e-3</td>
<td>1.0 ± 2.9e-3</td>
<td>1.1 ± 2.4e-3</td>
<td>1.0 ± 2.4e-3</td>
<td>1.1 ± 2e-3</td>
</tr>
<tr>
<td>triazines</td>
<td>2.6 ± 2.3e-3</td>
<td>2.6 ± 3.3e-3</td>
<td>3.3 ± 1.3e-3</td>
<td>2.6 ± 1.3e-3</td>
<td>3.3 ± 1.3e-3</td>
<td>2.6 ± 1.3e-3</td>
<td>2.6 ± 1.3e-3</td>
<td>2.6 ± 1.3e-3</td>
</tr>
<tr>
<td>eunite</td>
<td>700.40 ± 136.3</td>
<td>625.8 ± 62.1</td>
<td>635.8 ± 95.0</td>
<td>592.5 ± 95.0</td>
<td>596.9 ± 95.8</td>
<td>596.9 ± 95.8</td>
<td>596.9 ± 95.8</td>
<td>596.9 ± 95.8</td>
</tr>
<tr>
<td>space-ga</td>
<td>7.2 ± 3.3e-3</td>
<td>7.9 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
<td>9.6 ± 2.8e-3</td>
</tr>
<tr>
<td>cupras</td>
<td>4.2 ± 13.1</td>
<td>4.4 ± 4.4</td>
<td>4.2 ± 5.9</td>
<td>4.2 ± 5.9</td>
<td>4.2 ± 5.9</td>
<td>4.2 ± 5.9</td>
<td>4.2 ± 5.9</td>
<td>4.2 ± 5.9</td>
</tr>
<tr>
<td>mg</td>
<td>2.6 ± 4.0e-4</td>
<td>2.2 ± 9.6e-4</td>
<td>1.5 ± 9.7e-4</td>
<td>1.5 ± 9.7e-4</td>
<td>1.5 ± 9.7e-4</td>
<td>1.5 ± 9.7e-4</td>
<td>1.5 ± 9.7e-4</td>
<td>1.5 ± 9.7e-4</td>
</tr>
</tbody>
</table>

The evaluation is made on 20 publicly available data sets from LIBSVM: 10 data sets for classification and 10 data sets for regression seen in Table 1. Experiments are performed on a Dell Vostro PC with 3.4-GHz 8-core CPU and 8-GB memory.

We use $K(x, x') = \exp(-\|x - x'\|^2/2\tau)$ as our candidate kernels, $\tau \in \{2^i, i = -6, -5, \ldots, 7, 8\}$. The regularization parameter $\lambda \in \{2^i, i = -7, -6, \ldots, 2\}$. The learning algorithm considered in our experiments is LSSVM. For each data set, we have run all the methods 10 times with $t = 3$. The average testing errors for classification and testing mean square error for regression are reported in Table 1. For each training set, we choose the kernel parameter $\tau$ and regularization parameter $\lambda$ by each criterion on the training set, and evaluate the testing error for the chosen parameters on the testing set.

Figure 1. The mean square discrepancies between SCV and BIF-SCV, 10CV and BIF-10CV, 20CV and BIF-20CV with different $t$, where $t$ is the order of Taylor expansion.
The results in Table 1 can be summarized as follows: (a) On most data sets, BIF-κCV gives almost the same testing errors as the traditional kCV, k = 5, 10, 20. On breast, diabetes, australian, fourclass, german, a2a, bodyfat, housing, eunite, space-ga, mg and abalone, BIF-κCV gives the same testing errors as kCV. On the remaining data sets, both BIF-κCV and kCV give the similar results. Thus, it implicates that the quality of our approximation based on the Bouligand influence function is quite good. (b) BIF-κCV gives much better results than EP on most data sets. In particular, gand influence function is quite good. (c) BIF-κCV with different k values (computed by BIF-κCV) and BIF-κCV gives the similar results. Thus, we can select the k and λ by cross validation on the training set. Plotted are the mean square error of the approximate f_{P_{κ}}, (x)'s (computed by BIF-κCV) and f_{P_{κ}}, (x)'s (computed by kCV), for the chosen parameters on the validation sample S_i, x ∈ S_i, i = 1, . . . , k. We can find that, on most data sets, the discrepancies between kCV and BIF-κCV is equal 0 when t ≥ 3. Thus, we can select t = 3 in practice without sacrificing accuracy.

7. Conclusion

We propose a novel strategy for approximating the k-fold cross-validation error based on the Bouligand influence function (BIF), which can be computed efficiently. Link between the concept of BIF and concept of cross-validation is considered. The calculation of the higher order BIFs and a recursive relation are proposed. It is shown that these theoretical results can be applied in practice to approximate the cross-validation error. Experiments indicate that our proposed criterion based on BIF is a good choice for model selection.

Future work will extend our method to other kernel based methods, such as kernel-based logistic regression and SVM.
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Appendix A: Proof of Theorem 1

Proof. From Theorem 2 in (Vito et al., 2004), we have

$$2λf_P = E_P[V_P', Φ(x)], 0 = E_P V_P'. \quad (5)$$

Let f_t = f_{P_{t}, Q} and b_t = b_{P_{t}, Q}. Note that P_{t}, Q = (1 − ϵ)P + Q, thus we can obtain that

$$2λf_t = (1 − ϵ)E_P[V_P', Φ(x)] + ϵE_Q[V_Q', Φ(x)] \quad (6)$$

$$0 = (1 − ϵ)E_P V_P' + ϵE_Q V_Q'. \quad (7)$$

where V_t = V(y − f_t(x) − b_t).
Taking the first derivative on both sides of (6) with respect to \( \epsilon \) yields
\[
2\lambda \frac{\partial}{\partial \epsilon} f_\epsilon = (1 - \epsilon) \mathbb{E}_P[-\frac{\partial}{\partial \epsilon} f_\epsilon(x) + \frac{\partial}{\partial \epsilon} b_\epsilon V''_\epsilon \Phi(x)] - \mathbb{E}_P(V''_\epsilon \Phi(x)) + \epsilon \mathbb{E}_Q[-(\frac{\partial}{\partial \epsilon} f_\epsilon(x) + \frac{\partial}{\partial \epsilon} b_\epsilon V''_\epsilon \Phi(x)) + \mathbb{E}_Q(V''_\epsilon \Phi(x)).
\]

Set \( \epsilon = 0 \) and according to (5), we have
\[
2\lambda \frac{\partial}{\partial \epsilon} f_\epsilon|_{\epsilon=0} + \mathbb{E}_P[(\frac{\partial}{\partial \epsilon} f_\epsilon(x)|_{\epsilon=0} + \frac{\partial}{\partial \epsilon} b_\epsilon|_{\epsilon=0})V''_\epsilon \Phi(x)] = -2\lambda f_P + \mathbb{E}_Q(V''_\epsilon \Phi(x)).
\]

Taking the first derivative on both sides of (7) with respect to \( \epsilon \) yields
\[
0 = (1 - \epsilon) \mathbb{E}_P[(\frac{\partial}{\partial \epsilon} f_\epsilon(x) - \frac{\partial}{\partial \epsilon} b_\epsilon) V''_\epsilon] - \mathbb{E}_P V''_\epsilon - \epsilon \mathbb{E}_Q[(\frac{\partial}{\partial \epsilon} f_\epsilon(x) - \frac{\partial}{\partial \epsilon} b_\epsilon) V''_\epsilon] + \mathbb{E}_Q V''_\epsilon.
\]

Set \( \epsilon = 0 \) and according to (5),
\[
\mathbb{E}_P[(\frac{\partial}{\partial \epsilon} f_\epsilon(x)|_{\epsilon=0} + \frac{\partial}{\partial \epsilon} b_\epsilon|_{\epsilon=0})V''_\epsilon \Phi(x)] = \mathbb{E}_Q V''_\epsilon.
\]

By the definition of the operator \( L \), the system of linear equations, (9) and (11), can be written as
\[
L \left[ \frac{\partial}{\partial \epsilon} f_\epsilon|_{\epsilon=0}, \frac{\partial}{\partial \epsilon} b_\epsilon|_{\epsilon=0} \right] = [-2\lambda f_P + \mathbb{E}_Q(V''_\epsilon \Phi(x)), \mathbb{E}_Q(V''_\epsilon)]. \tag{11}
\]

\[\square\]

Appendix B: Proof of the Theorem 2

Proof. First we prove the following for all \( 2 \leq k \in \mathbb{N} \):
\[
2\lambda \frac{\partial^{k+1}}{\partial \epsilon^{k+1}} f_\epsilon = (1 - \epsilon) \mathbb{E}_P[-(\frac{\partial^{k+1}}{\partial \epsilon^{k+1}} f_\epsilon(x) + \frac{\partial^{k+1}}{\partial \epsilon^{k+1}} b_\epsilon) V''_\epsilon \Phi(x)] + k \mathbb{E}_P[(\frac{\partial^{k-1}}{\partial \epsilon^{k-1}} f_\epsilon(x) + \frac{\partial^{k-1}}{\partial \epsilon^{k-1}} b_\epsilon) V''_\epsilon \Phi(x)] - k \mathbb{E}_Q[(\frac{\partial^{k-1}}{\partial \epsilon^{k-1}} f_\epsilon(x) + \frac{\partial^{k-1}}{\partial \epsilon^{k-1}} b_\epsilon) V''_\epsilon \Phi(x)] - \epsilon \mathbb{E}_Q[(\frac{\partial^{k+1}}{\partial \epsilon^{k+1}} f_\epsilon(x) + \frac{\partial^{k+1}}{\partial \epsilon^{k+1}} b_\epsilon) V''_\epsilon \Phi(x)].
\]

Taking the derivative on both sides of (8) with respect to \( \epsilon \) yields
\[
2\lambda \frac{\partial^{k+1}}{\partial \epsilon^{k+1}} f_\epsilon = (1 - \epsilon) \mathbb{E}_P[-(\frac{\partial^{k+1}}{\partial \epsilon^{k+1}} f_\epsilon(x) + \frac{\partial^{k+1}}{\partial \epsilon^{k+1}} b_\epsilon) V''_\epsilon \Phi(x)] + 2\mathbb{E}_P[(\frac{\partial^{k}}{\partial \epsilon^{k}} f_\epsilon(x) + \frac{\partial^{k}}{\partial \epsilon^{k}} b_\epsilon) V''_\epsilon \Phi(x)] + \epsilon \mathbb{E}_Q[-(\frac{\partial^{k}}{\partial \epsilon^{k}} f_\epsilon(x) + \frac{\partial^{k}}{\partial \epsilon^{k}} b_\epsilon) V''_\epsilon \Phi(x)] + 2\mathbb{E}_Q V''_\epsilon \Phi(x). \tag{12}
\]

Thus, for \( k = 2 \), the Equation (12) is satisfied.
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