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Abstract

It is known that the solution of regularization and interpolation problems with Hilbertian penalties can be expressed as a linear combination of the data. This very useful property, called the representer theorem, has been widely studied and applied to machine learning problems. Analogous optimality conditions have appeared in other contexts, notably in matrix regularization. In this paper we propose a unified view, which generalizes the concept of representer theorems and extends necessary and sufficient conditions for such theorems to hold. Our main result shows a close connection between representer theorems and certain classes of regularization penalties, which we call orthomonotone functions. This result not only subsumes previous representer theorems as special cases but also yields a new class of optimality conditions, which goes beyond the classical linear combination of the data. Moreover, orthomonotonicity provides a useful criterion for testing whether a representer theorem holds for a specific regularization problem.

1. Introduction

One of the dominant approaches in machine learning and statistics is to formulate a learning problem as an optimization problem to be solved. In particular, regularization has been widely used for learning or estimating functions or models from input and output data, particularly in supervised and semisupervised learning.

Regularization in a Hilbert space $\mathcal{H}$ frames the problem of learning from data as a minimization of the type

$$
\min \{ f((w, w_1), \ldots, (w, w_m)) + \gamma \Omega(w) : w \in \mathcal{H} \} . \quad (1)
$$

The objective function is the sum of an error term $f$ which depends on prescribed data $w_1, \ldots, w_m \in \mathcal{H}$, and a regularization penalty $\Omega$, which favors certain desirable properties of the solution. An optimal solution of problem (1) yields the desired function or vector, depending on the context of the original learning problem.

It is known that, for a certain class of regularization and interpolation problems, one of the optimal solutions of (1) can be expressed as a linear combination of the data. More specifically, this is the case when the penalty $\Omega$ is a Hilbertian norm (or a nondecreasing function of that). This property, known as the representer theorem, has proven very useful because it renders many high or infinite dimensional regularization problems amenable to practical computation. This “classical” representer theorem was formulated in various guises in (Girosi, 1998; Kimeldorf & Wahba, 1970; Schölkopf et al., 2001) and has been the topic of extensive further study (Argyriou et al., 2009; De Vito et al., 2004; Dinuzzo & Schölkopf, 2012; Dinuzzo et al., 2007; Girosi & Sanguineti, 2010; Mukherjee & Wu, 2006; Steinwart, 2003; Yu et al., 2013). In machine learning, the representer theorem is the main factor that enables application of the so-called “kernel trick” and underpins all of the widely used kernel methods (Schölkopf & Smola, 2002), such as support vector machines, regularization networks, etc.

Besides the classical result, more recently new types of representer theorems have been proven and studied. For example, it has been realized that analogous optimality conditions apply to the learning of vector-valued functions (Micchelli & Pontil, 2005), $\ell_2$-regularized multitask learning (Evgeniou et al., 2005) and structured prediction (Lafferty et al., 2004). Further developments occurred with the advent of matrix regularization problems used for multitask learning or collaborative filtering. Thus it has been shown that a type of representer theorem holds when the penalty $\Omega$ is a spectral function of matrices.

---

1 We use the term “data” in a more general sense than input vectors in Euclidean space – see Section 3 for examples.
(Amit et al., 2007; Argyriou et al., 2009; 2010) or operators (Abernethy et al., 2009). Very recently these results have been extended to matrixizations of tensors as well (Signoretto et al., 2013). Other related results have appeared in the contexts of domain adaptation (Kulis et al., 2011), dimensionality reduction (Jain et al., 2010) and metric learning (Jain et al., 2012).

Some variants of the classical theorem were shown in the contexts of semisupervised learning (Belkin et al., 2006), semiparametric representor theorems and kernel PCA (Schölkopf et al., 2001). Moreover, there have appeared alternative approaches which lie outside the scope of this paper, such as a Bayesian variant of the classical theorem (Pillai et al., 2007), the theory of reproducing kernel Banach spaces (Zhang & Zhang, 2012) and an algorithmic theorem for matrices (Warmuth et al., 2012). Clearly therefore, representer theorems are important and ubiquitous tools in regularization and underly a wide range of frequently used machine learning methodologies.

In this paper, we address the topic of representer theorems from a new and more abstract viewpoint. One of our contributions is to provide a unifying framework which subsumes the results that have already appeared in the literature. These include the classical, vector valued, structured prediction, multitask, tensor, semisupervised, semiparametric, dimensionality reduction, domain adaptation, metric learning results etc. In particular, we show that these theorems are only examples from a larger family. Each theorem in this family corresponds to a class of regularization penalties which are characterized by an orthomonotonicity property that we introduce. Another implication of our results is that we can now put the study of representer theorems on a formal basis and provide calculus rules and recipes for deriving new results. Most commonly used kernel methods (support vector machines, kernel ridge regression etc.), as well as methods for multitask learning, collaborative filtering and metric learning, fall within our framework. As an illustration of the theory, we demonstrate that regularization problems with a generalized family of matrix penalties, as well as similar problems on the positive semidefinite cone, admit appropriate representer theorems. In many practical situations this implies that the number of degrees of freedom and hence the complexity of solving the learning problem decreases significantly.\(^2\)

2. Mathematical Preliminaries

In this section, we introduce the notation and the mathematical concepts necessary for our framework and the main results of Section 3.

---

2 The research leading to these results has received funding from the European Union Seventh Framework Programme (FP7 2007-2013) under grant agreement No. 246556.

---

2.1. Notational conventions

Let \( \mathcal{H} \) be a real Hilbert space with inner product \( \langle \cdot, \cdot \rangle \) and associated norm \( \| \cdot \| \). We use \( \mathcal{Z}(\mathcal{H}) \) to denote the set of linear operators from \( \mathcal{H} \) to itself. We denote the identity operator by \( I_d \in \mathcal{Z}(\mathcal{H}) \) and the set of linear subspaces of \( \mathcal{H} \) by \( \mathcal{V}(\mathcal{H}) \).

Also let \( \mathbb{N}_m \) denote the set of integers \( \{1, \ldots, m\} \), \( \mathbb{M}_{d,n} \) the set of real \( d \times n \) matrices and \( \mathbb{M}_n \) the set of real \( n \times n \) matrices. Moreover, let \( \mathbb{S}^+_d \) denote the set of \( n \times n \) positive semidefinite matrices and \( \mathbb{S}^+_d \) the set of positive definite ones. We denote the \( t \)-th column of a matrix \( W \in \mathbb{M}_{d,n} \) by \( w_t \). We use the following notation for operations on sets \( A, B \subseteq \mathcal{H} \): \( A + B := \{a + b : a \in A, b \in B\} \), \( A - B := \{a - b : a \in A, b \in B\} \) \( \lambda A := \{\lambda a : a \in A\} \), for every \( \lambda \in \mathbb{R} \).

In the following, we will be working with subspace-valued maps \( S : \mathcal{H} \rightarrow \mathcal{V}(\mathcal{H}) \). This choice is natural, since representer theorems are statements that solutions of certain optimization problems belong to certain subspaces. For more details, see Section 3 and our general definition of representer theorems. Given two subspace-valued maps \( S_1 \) and \( S_2 \), their sum \( S_1 + S_2 \) maps every \( x \in \mathcal{H} \) to the sum of subspaces \( S_1(x) + S_2(x) \).

2.2. Quasilinear Subspace-Valued Maps

To extend the concept of representers, we first introduce a variant of linearity appropriate for subspace-valued maps.\(^3\)

**Definition 2.1.** We call the map \( S : \mathcal{H} \rightarrow \mathcal{V}(\mathcal{H}) \) quasilinear if

\[
S(\alpha x + \beta y) \subseteq \alpha S(x) + \beta S(y)
\]

for every \( x, y \in \mathcal{H} \), \( \alpha, \beta \in \mathbb{R} \).

**Proposition 2.1.** Let \( S \) denote a quasilinear subspace-valued map. Then

\[
S(\alpha x) = \alpha S(x)
\]

and

\[
\alpha S(x) \subseteq S(\alpha x + \beta y) + \beta S(y)
\]

for every \( x, y \in \mathcal{H} \), \( \alpha, \beta \in \mathbb{R} \).

**Definition 2.2.** We call the map \( S : \mathcal{H} \rightarrow \mathcal{V}(\mathcal{H}) \) idempotent if

\[
S(S(x)) = S(x), \quad \forall x \in \mathcal{H}.
\]

**Lemma 2.1.** Let \( S \) be a quasilinear and idempotent subspace-valued map. Then, for every \( m \in \mathbb{N} \) and every set \( \{x_i : i \in \mathbb{N}_m\} \subseteq \mathcal{H} \), it holds that

\[
S\left( \sum_{i=1}^{m} S(x_i) \right) \subseteq \sum_{i=1}^{m} S(x_i).
\]

\(^3\)Proofs of the lemmas appearing throughout the paper can be found in the supplement.
Thus addition of subspaces can be used to generate subspaces invariant under $S$.

In addition to the quasilinearity and idempotence assumptions, we require that sums of images under $S$ are closed. This ensures that orthogonal projection on such subspaces is feasible, which is a crucial step in the proof of representer theorems. For simplicity, to satisfy this property we assume that all images under $S$ are finite dimensional. Another assumption necessary for the proof of our main result is that any point belongs to its image under $S$. Summarizing, we collect all of the above assumptions in the following definition.

**Definition 2.3.** Let $r \in \mathbb{N}$. We call the subspace-valued map $S : H \rightarrow V(H)$ $r$-regular quasilinear if it is quasilinear, idempotent and if, for all $x \in H$, $S(x)$ has dimensionality at most $r$ and contains $x$.

The simplest example of regular quasilinear subspace-valued map $S$ is the map that associates a given vector to its own linear span, which thus has dimensionality one.

**Example 2.1.** Suppose that $S$ maps
\[ x \mapsto \text{span}\{x\}. \]
Then $S$ is 1-regular quasilinear.

More generally, we can map each point to a subspace by applying a set of linear transformations and taking the linear subspace spanned by the resulting vectors.

**Example 2.2.** Let $r \in \mathbb{N}$ and suppose that $S$ maps
\[ x \mapsto \text{span}\{T_i x : i \in \mathbb{N}_r\}, \]
where $T_i \in \mathcal{L}(H)$ for all $i \in \mathbb{N}_r$. Then $S$ is quasilinear. This map is $r$-regular quasilinear if
- $I_d \in \text{span}\{T_i : i \in \mathbb{N}_r\}$,
- $T_j T_\ell \in \text{span}\{T_i : i \in \mathbb{N}_r\}$ for all $j, \ell \in \mathbb{N}_r$.

**Remark 2.1.** It may not hold that $S$ maps any linear subspace of $H$ to a linear subspace (as illustrated in Example 2.2 when, say, $r = 2$, and $T_1 x, T_2 x, T_1 y, T_2 y$ are linearly independent for some $x, y \in H$). Even when this condition holds, the image of a linear subspace may be a different subspace (consider $S(x) = H$, $\forall x \neq 0$, and span$\{x\}$).

A special case of Example 2.2 is the following, defined for a space of matrices. As we shall see, this example is relevant to representer theorems for multitask learning.

**Example 2.3.** Let $H = M_{d,n}$ equipped with the standard inner product, and suppose that $S$ maps
\[ X \mapsto \{XC : C \in M_n\}. \]
Then $S$ is $\min\{n^2, dn\}$-regular quasilinear.

### 3. Characterization of the General Representer Theorem

Our focus of interest is the variational problem of minimizing, over a Hilbert space, a regularization functional of the form
\[ J(w) = f(\langle w, w_1 \rangle, \ldots, \langle w, w_m \rangle) + \gamma \Omega(w). \]  
(4)

The functional $J$ is the sum of an error term $f : \mathbb{R}^m \rightarrow \mathbb{R} \cup \{+\infty\}$, which depends on prescribed data $w_1, \ldots, w_m \in H$, and a regularization term $\Omega : H \rightarrow \mathbb{R} \cup \{+\infty\}$, which enforces certain desirable properties on the solution, scaled by a regularization parameter $\gamma > 0$. We allow both $f$ and $\Omega$ to take the value $+\infty$, so that interpolation problems and regularization problems of the Ivanov type can also be taken into account.

Since the same functional $J$ might be decomposed into a form like (4) in multiple ways, we fix $m \in \mathbb{N}$ and use the tuple $(f, \Omega, \gamma, w_1, \ldots, w_m)$ to describe such a regularization functional.

**Example 3.1** (Interpolation in a Hilbert space). Let $w_1, \ldots, w_m \in H$ and $y_1, \ldots, y_m \in \mathbb{R}$ be prescribed data and
\[ f(z) = \begin{cases} 0 & \text{if } z = y \\ \\ \text{otherwise} \end{cases}, \quad \forall z \in \mathbb{R}^m. \]
Then the interpolation problem
\[ \min \{\Omega(w) : w \in H, \langle w, w_i \rangle = y_i, \forall i \in \mathbb{N}_m\} \]
is equivalent to the problem of minimizing (4) over $H$.

**Example 3.2** (Ivanov regularization). Ivanov regularization amounts to solving a problem of the form
\[ \min \{f(\langle w, w_1 \rangle, \ldots, \langle w, w_m \rangle) : w \in H, \omega(w) \leq 1\} , \]
where $\omega : H \rightarrow \mathbb{R}$ is a prescribed constraining function. Defining
\[ \Omega(w) = \begin{cases} 0 & \text{if } \omega(w) \leq 1 \\ \, +\infty & \text{otherwise} \end{cases}, \]
this problem can be rewritten as the minimization of a functional of the form (4).

**Example 3.3** (Regularization in an RKHS). Reproducing Kernel Hilbert Spaces (RKHS) are Hilbert spaces $H$ of functions $w : \mathcal{X} \rightarrow \mathbb{R}$ defined over a nonempty set $\mathcal{X}$ such that all point-wise evaluation functionals are bounded, that is, for all $x \in \mathcal{X}$ there exists a constant $C_x < +\infty$ such that
\[ |w(x)| \leq C_x \|w\|, \quad \forall w \in H. \]
It can be shown that RKHS exhibit the so-called reproducing property $w(x) = \langle w, K_x \rangle$, $\forall (x, w) \in X \times H$, where the representers $K_x \in H$ are expressible as sections of a symmetric and positive semidefinite kernel $K : X \times X \rightarrow \mathbb{R}$ such that $K_x(y) = K(x, y)$, $\forall y \in X$. The reproducing property of an RKHS allows for rewriting any regularization functional of the form

$$J(w) = f(w(x_1), \ldots, w(x_m)) + \gamma \Omega(w)$$

in the standard form (4), where the representers $w_i$ coincide with the kernel sections $K_{x_i}$.

**Example 3.4** (Regularization with averaged data). In some estimation problems, it may be appropriate to assume that the measured output data are obtained by averaging a functional $w$ (to be estimated) with respect to suitable probability measures. Let $\mathbb{P}_1, \ldots, \mathbb{P}_m$ denote probability measures on the measurable space $(X, \mathcal{A})$, where $\mathcal{A}$ is a $\sigma$-algebra of subsets of $X$, and let $H$ denote a Hilbert space of functions $w : X \rightarrow \mathbb{R}$. If, for every $i \in \mathbb{N}_m$, the expectation

$$E_{\mathbb{P}_i}(w) = \int_X w(x) d\mathbb{P}_i(x)$$

is a bounded linear functional over $H$, then one may consider synthesizing a function $w$ by minimizing a functional of the form

$$J(w) = f(E_{\mathbb{P}_1}(w), \ldots, E_{\mathbb{P}_m}(w)) + \gamma \Omega(w)$$

which can be rewritten in the form (4) by introducing suitable representers $w_i$. In particular, if $H$ is an RKHS with a bounded reproducing kernel, the representers of the expectation functionals $E_{\mathbb{P}_i}$ are called kernel mean representations – see, for example, (Muandet et al., 2012; Sriperumbudur et al., 2010) and references therein – and can be explicitly expressed as

$$w_i(t) = \int_X K(x, t) d\mathbb{P}_i(x), \quad \forall i \in \mathbb{N}_m, t \in X.$$ 

Clearly, we are interested only in cases in which the optimization problem

$$\min \{ J(w) : w \in H \}$$

is well defined, that is, a minimizer of $J$ exists. This always holds by construction in machine learning and statistics applications. More generally, existence of a minimizer can be ensured under lower semicontinuity and coercivity conditions on $J$. We will avoid specifying such precise conditions since they are not relevant to our purposes, instead assuming existence of minimizers for each problem of interest.

The main question we address in this paper is to characterize the functions $\Omega$ for which minimizers of the regularization functional (4) admit certain convenient representations. As already mentioned in the introduction, representer theorems have been proven for regularization with the Hilbertian norm, Schatten $\ell_p$ regularization (Abernethy et al., 2009; Argyriou et al., 2009; 2010) and in some other cases. These theorems state that a minimizer must lie in a subspace which depends on the data points $w_1, \ldots, w_m$. This dependence on the data varies according to the regularization penalty $\Omega$. For example, in the classical representer theorem ($\Omega = \| \cdot \|_2^2$), the subspace is simply the span of the data points. In the multitask theorem ($\Omega$ is a spectral function on matrices), the subspace is generated by the columns of the data matrices.

Our goal is to unify this prior work under one framework and at the same time to extend the applicability of representer theorems to other regularization problems. The key to this is to associate representations of minimizers with the data points in an abstract way, specifically to associate a subspace to each data point. Hence we assume a subspace-valued map $S : H \rightarrow V(H)$ and require that the representation for a minimizer of (4) be spanned by the elements of $S(w_i), i \in \mathbb{N}_m$.

**Definition 3.1.** Let $m \in \mathbb{N}, S : H \rightarrow V(H)$ be a subspace-valued map and $J = (f, \mathbb{P}, \gamma, w_1, \ldots, w_m)$ a regularization functional of the form (4). Then $J$ is said to admit a representer theorem with respect to $S$ if there exists a minimizer $\hat{w}$ of $J$ such that

$$\hat{w} \in \sum_{i=1}^{m} S(w_i).$$ 

**Definition 3.2.** Let $m \in \mathbb{N}, S : H \rightarrow V(H)$ be a subspace-valued map and $F$ a family of regularization functionals of the form (4). Then $F$ is said to admit a representer theorem with respect to $S$ if every $J \in F$ admits a representer theorem with respect to $S$.

Our main tool for characterizing regularization functionals that admit representer theorems is the property defined below, which we call orthomonotonicity. The connection between orthomonotonicity and representer theorems has appeared in (Argyriou et al., 2009) in the context of regularization with the Hilbertian norm or with orthogonally invariant matrix penalties. In Theorem 3.1, we extend this connection to a broader class of regularization penalties $\Omega$ which arise by varying the choice of the map $S$.

**Definition 3.3.** We call the function $\Omega : H \rightarrow \mathbb{R} \cup \{+\infty\}$ orthomonotone with respect to the map $S : H \rightarrow V(H)$, if

$$\Omega(x + y) \geq \Omega(x), \quad \forall x \in H, \ y \in S(x)^{\perp}.$$ 

(5)

Note that in this definition the left hand side of (5), or even both sides, may equal $+\infty$.

**Theorem 3.1.** Let $r, m \in \mathbb{N}, f : \mathbb{R}^m \rightarrow \mathbb{R} \cup \{+\infty\}$, $\Omega : H \rightarrow \mathbb{R} \cup \{+\infty\}$ and suppose that $S : H \rightarrow V(H)$ is an $r$-regular quasilinear map. Then the following hold:
1. If $\Omega$ is orthonomotone w.r.t. $S$ then, for any $w_1, \ldots, w_m \in H$ and any $\gamma > 0$ such that the regularization functional $J = (f, \Omega, \gamma, w_1, \ldots, w_m)$ of the form (4) admits a minimizer, $J$ admits a representer theorem w.r.t. $S$.

2. Let $\mathcal{F}$ denote the following family of regularization functionals of form (4)

$\mathcal{F} = \{(f, \Omega, \gamma, w_1, \ldots, w_m) : w_1, \ldots, w_m \in H, \gamma > 0\}$ (6)

and assume that

- $f$ is lower semicontinuous, admits a unique minimizer $\hat{z} \neq 0$, and there exists $\varepsilon > 0$ such that the sublevel set $\{z \in H : f(z) \leq f(\hat{z}) + \varepsilon\}$ is bounded.
- $\Omega$ is lower semicontinuous and is minimized at 0
- $r \leq m$.

If $\mathcal{F}$ admits a representer theorem w.r.t. $S$ then $\Omega$ is orthonomotone w.r.t. $S$.

**Proof.** The first part of the theorem (sufficiency) can be proven by adapting a classical orthogonality argument. Take any $w_1, \ldots, w_m \in H$, $\gamma > 0$. Let $\mathcal{L} = \sum_{i=1}^{m} S(w_i)$ and let $\mathcal{L}^\perp$ denote its orthogonal complement. Due to the regular quasilinearity of $S$, $\mathcal{L}$ is a finite dimensional subspace that contains $\mathcal{R} = \text{span}\{w_1, \ldots, w_m\}$. Therefore any minimizer $\hat{w}$ of the regularization functional $J = (f, \Omega, \gamma, w_1, \ldots, w_m)$ can be decomposed as

$\hat{w} = u + v$, \quad $u \in \mathcal{L}$, \quad $v \in \mathcal{L}^\perp \subseteq \mathcal{R}^\perp$.

Applying Lemma 2.1 we obtain that $S(u) \subseteq \mathcal{L}$ and hence that $u \in S(u)^\perp$. If $\Omega$ is orthonomotone then

$J(\hat{w}) = f(\langle u + v, w_1 \rangle, \ldots, \langle u + v, w_m \rangle) + \gamma \Omega(u + v)$

$= f(\langle u, w_1 \rangle, \ldots, \langle u, w_m \rangle) + \gamma \Omega(u) + \gamma \Omega(v)$

$\geq f(\langle u, w_1 \rangle, \ldots, \langle u, w_m \rangle) + \gamma \Omega(u)$

$= J(u)$,

so that $u \in \mathcal{L}$ is also a minimizer.

Now, let us prove the second part of the theorem (necessity). Let us fix arbitrary $x \in H$ and $y \in S(x)^\perp$. The goal of the proof is to establish orthonomotonicity, namely the inequality

$\Omega(x + y) \geq \Omega(x)$. (7)

The proof is organized in three cases.

1. First, we observe that for $x = 0$ the inequality follows directly from the hypothesis on $\Omega$.

2. Secondly, observe that if $\Omega(x + y) = +\infty$, inequality (7) is trivially satisfied.

3. It remains to prove (7) in the case when $x \neq 0$ and $\Omega(x + y) = C < +\infty$. (8)

Since $S$ is $r$-regular quasilinear and $r \leq m$, $S(x)$ has dimensionality $\mu \leq m$. Let us choose a set of vectors $\{b_i(x) : i \in \mathbb{N}_m\}$ spanning $S(x)$ in a way such that

$\langle x, b_i(x) \rangle = z_i$, \quad $\forall i \in \mathbb{N}_m$. (9)

Such a set can always be constructed, since $x \in S(x)$, $x \neq 0$ and $\hat{z} \neq 0$, as follows. Pick $u_1, \ldots, u_{\mu-1} \in S(x)$, such that $\{u_1, \ldots, u_{\mu-1}, x\}$ forms an orthogonal basis of $S(x)$. Without loss of generality, we may assume that $\hat{z}_m \neq 0$. Then we may define $b_i(x) = u_i + \frac{z_i}{\|x\|^2} x$ for $1 \leq i \leq \mu - 1$ and $b_i(x) = \frac{z_i}{\|x\|^2} x$ for $\mu \leq i \leq m$. Clearly these vectors span $S(x)$ and satisfy (9).

For every $\gamma > 0$, the functional $J_\gamma^x = (f, \Omega, \gamma, b_1(x), \ldots, b_m(x))$ belongs to $\mathcal{F}$. Therefore, by the representer theorem w.r.t. $S$, $J_\gamma^x$ admits a minimizer $w_\gamma^x \in \sum_{i=1}^{m} S(b_i(x)) \subseteq S(x)$ (where the last inclusion follows from the idempotence of $S$). Let

$z_\gamma^x = (\langle w_\gamma^x, b_1(x) \rangle, \ldots, \langle w_\gamma^x, b_m(x) \rangle)$.

Using the facts that $f$ is minimized at $\hat{z}$, $J_\gamma^x$ is minimized at $w_\gamma^x$ and $y \in S(x)^\perp$, we obtain

$f(\hat{z}) + \gamma \Omega(w_\gamma^x) \leq f(z_\gamma^x) + \gamma \Omega(w_\gamma^x) = J_\gamma^x(x + y) \leq J_\gamma^x(x + y)$ (10)

for all $\gamma > 0$. Note that $f(\hat{z})$ is finite since $\hat{z}$ is the unique minimizer of $f$. Hence we conclude that

$\Omega(x + y) \geq \Omega(w_\gamma^x)$, \quad $\forall \gamma > 0$. (11)

In order to conclude the proof, we show that $w_\gamma^x$ converges to $x$ as $\gamma \to 0^+$. Using (10), (8) and the hypothesis that $\Omega$ is minimized at 0, we obtain

$0 \leq f(z_\gamma^x) - f(\hat{z}) \leq \gamma (\Omega(x + y) - \Omega(w_\gamma^x))$

$= \gamma (C - \Omega(w_\gamma^x)) \leq \gamma (C - \Omega(0)) < +\infty$, \quad $\forall \gamma > 0$. (12)

Now, let $\gamma_k$ denote a sequence of positive real numbers such that $\lim_{k \to \infty} \gamma_k = 0$. From (12) it follows that

$\lim_{k \to \infty} f(z_\gamma^{x_k}) = f(\hat{z})$.
It follows that there exists an index $M$ such that, for all $k \geq M$, $z_{x}^{2k}$ belongs to the bounded set $\{z \in \mathcal{H} : f(z) \leq f(\hat{z}) + \varepsilon\}$. Therefore, the sequence $z_{x}^{2k}$ is bounded and it has a convergent subsequence. Now, take an arbitrary convergent subsequence of $z_{x}^{2k}$ and let $\hat{z}$ denote its limit. Since $f$ is lower-semicontinuous and $\hat{z}$ is its only minimizer, it must be $\hat{z} = \hat{z}$. Hence, the whole sequence $z_{x}^{2k}$ converges to $\hat{z}$, namely

$$
\lim_{k \to \infty} \langle u_{x}^{2k}, b_{i}(x) \rangle = \hat{z}_{i}, \quad \forall i \in \mathbb{N}_{m}.
$$

In view of (9) we have, for every $i \in \mathbb{N}_{m}$,

$$
\lim_{k \to \infty} \langle u_{x}^{2k} - x, b_{i}(x) \rangle = \lim_{k \to \infty} \langle u_{x}^{2k}, b_{i}(x) \rangle - \hat{z}_{i} = 0
$$

and therefore

$$
\lim_{k \to \infty} \langle u_{x}^{2k} - x, u \rangle = 0, \quad \forall u \in S(x).
$$

Since $x, u_{x}^{2k} \in S(x)$, the sequence $u_{x}^{2k} - x$ is confined to the subspace $S(x)$. Since $S(x)$ is finite-dimensional, (13) implies that $u_{x}^{2k}$ converges strongly to $x$. By passing to the limit inferior in (11) and using the lower semicontinuity of $\Omega$, inequality (7) follows.

3.1. Loss Functions Which Lead to Orthomonotonicity

Observe that part 1 of Theorem 3.1 (sufficiency of orthomonotonicity) only requires existence of minimizers of $J$, without any specific additional assumptions on the error term. On the other side, part 2 (necessity of orthomonotonicity) holds under additional assumptions on $f$. In the following, we provide examples of functions $f$ that satisfy such assumptions, showing that most of the error functions considered in practice do so. The vast majority of error functions used are additively separable, namely of the form

$$
f(z) = \sum_{i=1}^{m} V(z_{i}, y_{i}), \quad (14)
$$

where $V: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ and $y_{i} \in \mathbb{R}$ are prescribed output data.

3.1.1. Regression Loss Functions

In this section we show that, for a broad class of regression loss functions, it is possible to find output data such that, if the family of regularization functionals (6) admits a representer theorem, then $\Omega$ is orthomonotone.

**Definition 3.4.** We call the function $V: \mathbb{R} \times \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ a regression loss function if

$$
V(z, y) = \phi(z - y),
$$

where $\phi: \mathbb{R} \to \mathbb{R} \cup \{+\infty\}$ is lower semicontinuous with bounded sublevel sets and minimized at zero.

The class of functions defined above includes any loss of the form $\phi(t) = |t|^{p}$ with $p > 0$ (in particular, square and absolute loss), the interpolation loss

$$
\phi(t) = \begin{cases} 0 & \text{if } t = 0, \\ +\infty & \text{otherwise,}
\end{cases}
$$

as well as the $\varepsilon$-insensitive loss $\phi(t) = \max\{0, |t| - \varepsilon\}$, which is not uniquely minimized at zero.

**Lemma 3.1.** Assume that $V$ is a regression loss function. Then, for every $p \in \mathbb{N}$, there exist output data $\{y_{i} : i \in \mathbb{N}_{2p}\} \subseteq \mathbb{R}$ and a function $f_{u}: \mathbb{R}^{p} \to \mathbb{R} \cup \{+\infty\}$ satisfying the hypothesis of Theorem 3.1, Part 2, such that the error functional

$$
w \mapsto f((w, w_{1}), \ldots, (w, w_{p}), (w, w_{1}), \ldots, (w, w_{p})),
$$

with $f$ defined by (14) for $m = 2p$, equals the error functional

$$
w \mapsto f_{u}((w, w_{1}), \ldots, (w, w_{p})).
$$

3.1.2. Binary Classification Loss Functions

**Definition 3.5.** We call the function $V: \mathbb{R} \times \{-1, +1\} \to \mathbb{R}$ a regular binary classification loss function if

$$
V(z, y) = \phi(yz),
$$

where $\phi: \mathbb{R} \to \mathbb{R}$ is lower semicontinuous, nonincreasing, there exists $\alpha > 0$ such that the function

$$
\psi_{\alpha}(t) = \phi(t) + \phi(-\alpha t),
$$

admits a unique minimizer $\hat{t} \neq 0$ and there exists $\varepsilon > 0$ such that the sublevel set $\{t \in \mathbb{R} : \psi_{\alpha}(t) \leq \min \psi_{\alpha} + \varepsilon\}$ is bounded.

It can be seen easily that this definition is satisfied by most commonly used binary classification loss functions, including the logistic loss $\phi(t) = \log(1 + e^{-t})$, the exponential loss $\phi(t) = e^{-t}$ and the hinge loss $\phi(t) = \max\{0, 1 - t\}$. To verify the uniqueness of the minimizer for these three losses, choose for instance $\alpha = 1/2$.

**Lemma 3.2.** Assume that $V$ is a regular binary classification loss function. Then, for every $p \in \mathbb{N}$, there exist output data $\{y_{i} : i \in \mathbb{N}_{2p}\} \subseteq \{-1, +1\}$ and a function $f_{u}: \mathbb{R}^{p} \to \mathbb{R}$ satisfying the hypothesis of Theorem 3.1, Part 2, such that the error functional

$$
w \mapsto f((w, w_{1}), \ldots, (w, w_{p}), (w, \alpha w_{1}), \ldots, (w, \alpha w_{p})),
$$

with $f$ defined by (14) for $m = 2p$, equals the error functional

$$
w \mapsto f_{u}((w, w_{1}), \ldots, (w, w_{p})).
$$
3.2. Properties of Orthomonotone Functions

An obvious first fact about orthomonotone functions is that nesting of maps preserves orthomonotonicity.

**Proposition 3.1.** If \( S, S' : \mathcal{H} \to \mathcal{V}(\mathcal{H}) \) are such that \( S(x) \subseteq S'(x) \) for all \( x \in \mathcal{H} \), then any \( \Omega : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) is orthomonotone with respect to \( S \) is also orthomonotone with respect to \( S' \).

Thus, enlarging the map \( S \) enlarges the class of orthomonotone functions as well. In the extreme case when \( S \) maps every point to \( \mathcal{H} \), the orthomonotone class includes all functions. At the other extreme, \( S \) maps every point to \( \{0\} \) and the orthomonotone class equals the set of constant functions.

A convenient way to obtain new orthomonotone functions (and hence new representer theorems) is by applying simple operations to known orthomonotone functions. For example, shifting the argument inside an orthomonotone function yields an orthomonotone function with respect to a larger map. This fact implies that Theorem 3.1 can be modified to apply to functions \( \Omega \) that are minimized at points other than \( 0 \).

**Proposition 3.2.** Let \( a \in \mathcal{H} \) and \( \Omega : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) orthomonotone with respect to the map \( S : \mathcal{H} \to \mathcal{V}(\mathcal{H}) \). If \( S \) is quasilinear then the function \( x \mapsto \Omega(x+a) \) is orthomonotone with respect to the map \( x \mapsto S(x)+S(a) \).

Another useful rule combines functions which are orthomonotone with respect to different maps.

**Proposition 3.3.** Let \( \Omega_1 : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) be orthomonotone with respect to a map \( S_1 : \mathcal{H} \to \mathcal{V}(\mathcal{H}) \) and \( \Omega_2 : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) be orthomonotone with respect to a map \( S_2 : \mathcal{H} \to \mathcal{V}(\mathcal{H}) \). Also let \( h : (\mathbb{R} \cup \{+\infty\})^2 \to \mathbb{R} \cup \{+\infty\} \) be elementwise nondecreasing, that is, \( h(a',b') \geq h(a,b) \) whenever \( a' \geq a \) and \( b' \geq b \). Then the function \( \Omega : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) defined as

\[
\Omega(w) = h(\Omega_1(w),\Omega_2(w)), \quad \forall w \in \mathcal{H},
\]

is orthomonotone with respect to the map \( S_1 + S_2 \).

This rule holds more generally for any finite number of orthomonotone functions. In particular, any nonnegative linear combination of orthomonotone functions is also orthomonotone with respect to the sum of the corresponding maps. The same applies to the maximum and to the minimum of orthomonotone functions.

Finally, there is a composition rule for orthomonotone functions, similar to the chain rule for differentiation.

**Proposition 3.4.** Let \( \Omega : \mathcal{H} \to \mathbb{R} \cup \{+\infty\} \) be orthomonotone with respect to a map \( S : \mathcal{H} \to \mathcal{V}(\mathcal{H}) \) and let \( T \in \mathcal{L}(\mathcal{H}) \) be a continuous operator. Then the function \( \Omega \circ T \) is orthomonotone with respect to \( T^* \circ S \circ T \).

4. Examples of Representer Theorems

We now proceed to describe the set of orthomonotone functions for specific regularization problems of interest. For each problem, we describe the map \( S \), provide a class of orthomonotone functions and state the resulting representer theorem.

**Example 4.1.** Assume that the dimension of \( \mathcal{H} \) is at least two and let \( S \) be defined as in Example 2.1. Then, the definition of representer theorem 3.1 reduces to the classical linear combination of the representer

\[
\hat{w} = \sum_{i=1}^{m} c_i w_i,
\]

where \( c_i \in \mathbb{R} \) and the definition of orthomonotonicity (5) reduces to

\[
\Omega(x+y) \geq \Omega(x), \quad \forall x,y \in \mathcal{H}; \quad \langle x,y \rangle = 0.
\]

If \( \Omega \) is lower-semicontinuous, this last condition is satisfied if and only if

\[
\Omega(w) = h(\|w\|)
\]

with \( h : \mathbb{R} \to \mathbb{R} \cup \{+\infty\} \) nondecreasing.

See Theorem 1 of (Dinuzzo & Schölkopf, 2012) and (Argyriou et al., 2009; Yu et al., 2013) for related results. This is a generalized version of the well known “classical” representer theorem (Girosi, 1998; Kimeldorf & Wahba, 1970; Schölkopf et al., 2001) which has found wide application to regularization methods in Hilbert spaces.

The case of regularization with a bias term can be recovered easily by choosing the error function \( f \) as a minimum with respect to the bias variable. This technique also yields semiparametric theorems (Schölkopf & Smola, 2002).

**Example 4.2.** Let \( \mathcal{H} \) and \( S \) be defined as in Example 2.3. Then the representer theorem 3.1 reduces to

\[
\hat{W} = \sum_{i=1}^{m} W_i C_i,
\]

where \( C_i \) are matrices in \( \mathbb{M}_{n} \) and the definition of orthomonotonicity (5) reduces to

\[
\Omega(X+Y) \geq \Omega(X), \quad \forall X,Y \in \mathbb{M}_{d,n}; \quad X^TY = 0.
\]

Moreover, in this case the orthomonotonicity property is equivalent to

\[
\Omega(W) = h(W^TW)
\]

with \( h : \mathbb{S}^n_+ \to \mathbb{R} \cup \{+\infty\} \) being a matrix nondecreasing function (with respect to the partial order of positive semidefinite matrices).
See (Argyriou et al., 2009; Yu et al., 2013) as well as (Amit et al., 2007; Argyriou et al., 2008; 2010; Evgeniou et al., 2005) for special cases. The above representation extends the classical representer theorem to matrix learning problems, such as regularization with penalties involving the Frobenius norm, the trace norm and general spectral penalties. These methods have been used for multitask learning, collaborative filtering, kernel learning, domain adaptation and other problems. Problems like multitask learning benefit substantially from the representer theorem since in those cases the data matrices are rank-one (and in collaborative filtering they are also sparse). Indeed, whenever the data matrices are rank-one, that is, $W_i = a_i b_i^T$, we can let $v_i = b_i^T C_i$ and write $W = \sum_{i=1}^{m} a_i v_i^T$, so that an equivalent optimization problem with substantially fewer degrees of freedom can be obtained. This last representation ensures that (4) is equivalent to an optimization problem whose number of variables is $mn$, which can be much smaller than $dn$, the size of matrix $W$.

It can also be seen that for other penalties of the type $\Omega(W) = g(R^TW^TW R)$, with $R \in \mathbb{M}_{n,k}$, $G \in \mathbb{S}_+^d$ and $g$ matrix nondecreasing, other representer theorems can be derived from the above result, by applying the change of variable $W' = G^{1/2} W$. These apply, for example, to spectral functions of $QWR$, with $Q \in \mathbb{M}_{d,d}$, which have been proposed for multi-task learning (Dinuzzo, 2013; Dinuzzo & Fukumizu, 2011).

In addition, Example 4.2 relates to certain optimization problems with positive semidefinite matrix variables. Indeed, problem (4) with $\mathcal{H} = \mathbb{M}_n$, $\Omega(W) = g(R^TW^TW R)$, $g$ matrix nondecreasing and rank-one data, yields a problem of the type

$$\min \{ f(y_1^T Z x_1, \ldots, y_m^T Z x_m) + \gamma g(R^T Z R) : Z \in \mathbb{S}_+^n \}$$

by the change of variable $Z = W^T W$. Thus a representer theorem for this family of problems follows directly from Example 4.2. Some results for special cases of (15), applied to metric and semi-supervised learning, have already appeared in (Jain et al., 2010; 2012).

**Example 4.3.** Assume $\mathcal{H} = \mathbb{M}_{d,n}$ equipped with the standard inner product, and suppose that $S$ maps

$$X \mapsto \{XC + DX : C \in \mathbb{M}_{n,D} \}$$

Then $S$ is $nd$-regular quasilinear. For this map, definition 3.1 reads

$$\hat{W} = \sum_{i=1}^{m} (W_i C_i + D_i W_i)$$

and the definition of orthomonotonicity (5) reduces to

$$\Omega(X + Y) \geq \Omega(X), \quad \forall X, Y \in \mathbb{M}_{d,n} : \begin{cases} X^T Y = 0 \\ X Y^T = 0 \end{cases},$$

which is satisfied by all functions such that

$$\Omega(W) = h(W^T W, WW^T),$$

where $h : \mathbb{S}_+^n \times \mathbb{S}_+^d \to \mathbb{R} \cup \{+\infty\}$ is matrix nondecreasing in each matrix argument.

The family of regularizers described in the last example includes, for instance, functions of the form

$$\Omega(W) = \|QW\| + \|WR\|,$$

where $\|\cdot\|$ is any orthogonally invariant norm. Such penalties are of considerable interest in many matrix learning problems, since they allow for incorporating information about both row and column dependencies, by designing the matrices $Q$ and $R$. This can be applied, for instance, to collaborative filtering problems when side information about both users and items is available. When the data matrices are rank-one (such as in multi-task learning and collaborative filtering problems), the representer theorem above makes it again possible to obtain a significant reduction in the number of degrees of freedom, since the solution $\hat{W}$ can be rewritten in the form

$$\hat{W} = \sum_{i=1}^{m} (a_i v_i^T + u_i b_i^T),$$

where the number of variables, $m(n + d)$, can be much smaller than $nd$, the size of $W$.

**5. Conclusion**

We have presented a framework which unifies existing results about representer theorems for regularization problems and allows for a more formal study of these results. We introduced a new definition of representer theorem to include a broader family of representation results. We showed that each theorem in this family corresponds to a regular quasilinear subspace-valued map. Moreover, we characterized the class of regularization penalties corresponding to each representer theorem via the orthomonotonicity property. Orthomonotone functions exhibit simple calculus rules, which can be used to obtain new representer theorems by combining existing ones.

Our new framework opens a number of possibilities for further investigation. First of all, it calls for more detailed characterizations of regular quasilinear subspace-valued maps and orthomonotone functions, given their importance in the mathematical construction that leads to the representer theorems. Secondly, it can lead to the derivation of new families of regularization penalties and corresponding methodologies, for example, for matrix and tensor regularization. Finally, it lays the foundation for a new and more general class of kernel methods, obtained by plugging the expression of the generalized representer theorem into the objective functional $J$ and considering the resulting optimization problem.
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