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Abstract

We develop an efficient algorithm to learn a Mahalanobis distance metric by directly optimizing a ranking loss. Our approach focuses on optimizing the top of the induced rankings, which is desirable in tasks such as visualization and nearest-neighbor retrieval. We further develop and justify a simple technique to reduce training time significantly with minimal impact on performance. Our proposed method significantly outperforms alternative methods on several real-world tasks, and can scale to large and high-dimensional data.

1. Introduction

Distance metric learning algorithms learn a (linear) transformation optimized to yield small distances between similar pairs of points, and large distances between dissimilar pairs of points (Xing et al., 2003; Davis et al., 2007; Weinberger & Saul, 2009). Given a linear transformation $L$, the squared Euclidean distance between two points under the transformation can be written as $d(x, y) = \|Lx - Ly\|^2_2$, or $d(x, y) = \|x - y\|^2_W = (x - y)^TW(x - y)$ where $W = L^TL \succeq 0$ is a Mahalanobis metric. Our goal then is to optimize $W$ such that the distances induced by $W$ between points in the training set satisfy some constraints derived from the labels or available side information.

In many applications of metric learning, e.g. visualization or $k$-nearest-neighbor classification, we are usually interested in local similarity: given a test point, we want to be able to retrieve similar points by searching in a small neighborhood of the query. At a high level, a metric $W$ is considered to be good if, given a test point, sorting the training set in increasing order of distance under $W$ results in similar points appearing at the top of the ranking. A good measure of the quality of rankings induced by $W$ is the Mean Average Precision (MAP). It is a popular choice in retrieval applications as it provides a stable measure of retrieval quality across multiple recall levels and is top-heavy, i.e., it rewards good performance at the top of the ranking, which is well-suited to our notion of local similarity.

To optimize for ranking performance directly, (McFee & Lanckriet, 2010) proposed the Metric Learning to Rank (MLR) algorithm, which is based on the structural SVM and optimized via the 1-Slack cutting plane algorithm. MLR has shown good performance in various ranking and classification tasks, and is able to optimize for a variety of ranking losses. However, despite the use of an efficient convex algorithm to solve the dual problem (Lim et al., 2013), the MLR algorithm has two drawbacks which limit its scalability to large, high-dimensional data sets: Firstly, at each iteration, a spectral decomposition of the metric must be performed to ensure that $W$ is positive definite, which scales as $O(d^3)$, where $d$ is the dimension of the data. Secondly, the constraint generation step can be expensive for listwise losses; the MAP separation oracle (Yue et al., 2007) can have complexity quadratic in the number of training examples.

Recently, a number of scalable methods (Chechik et al., 2009; Shalit et al., 2012) have been proposed to optimize a metric for a ranking loss. However, the ranking loss considered in these methods is usually the Area Under the ROC Curve (AUC) loss, which does not focus on the top of the list in general. Thus, there is a need for a scalable algorithm that optimizes a Mahalanobis metric with respect to a top-heavy ranking measure.

In this work, we propose an efficient distance metric learning algorithm for ranking which scales to high-dimensional and large datasets. Our approach combines recent Riemannian manifold optimization techniques with the recently proposed WARP loss to optimize the top of the ranking, and can be optimized via stochastic gradient descent (SGD). We also propose an extension to the sampling scheme for the WARP loss, and show that it can lead to
large speedups with minimal impact on performance. Our proposed method outperforms existing algorithms in terms of ranking performance on a number of real-world retrieval tasks, with significantly reduced computation time.

1.1. Preliminaries

Let $S_{d,m}^+$ denote the set of $d \times d$ symmetric positive semidefinite (PSD) matrices of rank $m$. Let $(A, B)$ be the Frobenius inner product := $\text{tr}(A^T B)$, and $\|A\|_F$ be the Frobenius norm := $\sqrt{\langle A, A \rangle}$. Given a PSD matrix $W$, let $\|x\|_W = \sqrt{x^T W x}$ be the weighted norm of $x$ under $W$. Let $|X|$ denote the cardinality of the set $X$. Let $[\cdot]_+ := \max(0, \cdot)$. Let $I[x] = 1$ if $x > 0$, and 0 otherwise.

2. Ranking via Metric Learning

In this paper, we propose an efficient distance metric learning algorithm that optimizes a Mahalanobis metric with respect to a top-heavy ranking loss. Before describing our formulation, we first describe two design choices that we made. To ensure scalability to high-dimensional data, we restrict $W$ to $S_{d,m}^+$, where $d$ is the dimension of the data, instead of optimizing $W$ over the positive semidefinite cone. This results in large computational savings: in Section 3, we derive an algorithm to learn $W$ which scales as $O(dm^2)$, which for small $m$ is much more scalable than many current metric learning approaches which usually scale as $O(d^2)$ or $O(d^3)$. This design choice comes with the additional benefits of lower memory consumption during optimization, and the ability to perform dimensionality reduction of the training set with the learned metric.

To scale to large datasets, our algorithm is expressed as a sum of pairwise losses and can thus be optimized via stochastic gradient descent, which generally exhibits faster convergence than batch descent on large training sets.

Our formulation, Fast Ranking via Metric Learning (FRML) can be written as follows:

$$
\min_{W: \text{rank}(W) = m} \sum_{q \in X} \sum_{x^+ \in X^+_q} \mathcal{L}(r_q(x^+)) + \lambda \Omega(W) 
$$

(1)

where

$$
f_q(x) = -\|q - x\|_W^2, \quad r_q(x^+) = \sum_{x^- \in X^-_q} I[f_q(x^-) - f_q(x^+)]
$$

Here, $W \in \mathbb{R}^{d \times d}$ is the metric we wish to learn; $X \subset \mathbb{R}^d$ is the training set of $n$ points of dimension $d$; $q \in X$ is a query with relevant set $X^+_q \subseteq X$ and irrelevant set $X^-_q \subseteq X$; $r_q(x^+)$ is the rank of $x^+$, which we define as the number of points in $X^-_q$ closer to $q$ than $x^+$ is; and $\Omega(W)$ is a regularizer on $W$, e.g. $\Omega(W) = \|W\|_F^2$.

Inspired by the use of a similar term in (Weinberger & Saul, 2009), we set $\Omega(W)$ to be

$$
\Omega_L(W) = \sum_{q \in X, \ x^+ \in X^+_q} \|q - x^+\|_W^2 = - \sum_{q \in X, \ x^+ \in X^+_q} f_q(x^+) 
$$

(2)

as it decomposes over $(q, x^+)$ to give low-rank sample gradients, a benefit which will be made clear in Section 3.

$\mathcal{L} : \mathbb{Z}^+ \rightarrow \mathbb{R}^+$ is a mapping that transforms $r_q(x^+)$ into a loss. When $\mathcal{L}(\cdot)$ is set appropriately, FRML optimizes a WARP loss (Weston et al., 2010), which we review below.

2.1. Weighted Approximate Pairwise Ranking (WARP)

The WARP loss is defined as follows:

$$
l_{\text{WARP}}(q, f_q) = \frac{1}{|X^+_q|} \sum_{x^+ \in X^+_q} \frac{1}{\mathcal{L}(|X^-_q|)} \mathcal{L}(r_q(x^+))
$$

$$
\mathcal{L}(k) = \sum_{i=1}^{k} \alpha_i, \quad \alpha_1 \geq \alpha_2 \cdots \alpha_{|X^-_q|} \geq 0 
$$

(3)

where $\mathcal{L}(\cdot)$ is a mapping function which transforms the rank into a loss. Different choices of $\alpha$ for $\mathcal{L}(\cdot)$ lead to different minimizers: Setting all $\alpha$s to be equal minimizes the mean rank, and larger values of $\alpha$ in the first few positions favor top-heavy rankings. In this paper we use $\alpha_1 = \frac{1}{k}$, which has has shown good MAP and precision-at-$k$ performance in (Weston et al., 2010).

$\mathcal{L}(|X^-_q|)$ is a normalizer such that the worst ranking has a loss of 1. For simplicity, we assume for the rest of this paper that $|X^-_q|$ is constant for all $q$, omitting the normalization term in further treatment.

As $\mathcal{L}(r_q(x^+))$ is discontinuous, we replace it with the continuous upper bound

$$
\sum_{x^- \in \mathcal{V}_{q,x^+}} \mathcal{L}(r_q(x^+)) \frac{1 - f_q(x^+) + f_q(x^-)}{r_q(x^+)}
$$

(4)

where $\mathcal{V}_{q,x^+}$ is the set of violators for a given $(q, x^+)$ pair:

$$
\mathcal{V}_{q,x^+} = \{x^- \in X^-_q : f_q(x^-) - f_q(x^+) < 1\}
$$

and $r_q(x^+) = |\mathcal{V}_{q,x^+}|$ is the total number of violators. Summing over $\mathcal{V}_{q,x^+}$ in Equation 4 is equivalent to summing over $X^-_q$ (as nonviolating $x^-$ contribute zero to the loss), but allows us to drop the denominator $r_q(x^+)$ if we perform SGD on the loss and uniformly sample a violator in the sampling step (see (Weston et al., 2010) for details).

To optimize (1) with the WARP loss via SGD, we substitute $\mathcal{L}(r_q(x^+))$ in (1) with (4) and replace the sum with an expectation over $(q, x^+, x^-)$:

$$
E[\mathcal{L}(r_q(x^+))][1 - f_q(x^+) + f_q(x^-)]_+ - \lambda f_q(x^+)]
$$

(5)
Given an initial loss function \( f \) sive for high-dimensional data. To speed up the process, Weston et al. (2010) proposed approximating the truncated loss \( f \) for all values of \( |X_q^-| \). This implies that the expectation \( \mathbb{E}[\tilde{L}_{\gamma}(r^m_q(x^+))] \) is nonincreasing (in fact, usually decreasing) with \( N_k \). This should lead to higher expected losses in general.

3. Optimization

With the modification in Section 2.2, the final loss we wish to minimize is

\[
E[\tilde{L}_{\gamma}(r^m_q(x^+))] + f_q(x^+) - f_q(x^-) + \lambda f_q(x^+) \tag{6}
\]

Though we proposed the rank-\( \gamma \) truncated loss to justify early stopping, it is implicitly generated by stopping the sampling process early. Thus, no further modification to the algorithm is required.

We can optimize (6) via SGD by sampling \( (q, x^+, x^-, N_k) \) appropriately. Since we wish to optimize (6) over \( S_{d,m} \), we would project \( W \) onto \( S_{d,m} \) by performing a spectral decomposition at each step. However, this is computationally expensive for high dimensional data. It has been shown (Absil et al., 2008) that \( S_{d,m} \) is an embedded Riemannian manifold, which is a smooth subset of the ambient space \( \mathbb{R}^{d \times m} \). Thus, we can use recently proposed Riemannian optimization methods to learn \( W \), which we briefly review below. The interested reader can find a complete treatment in (Absil et al., 2008).

3.1. Optimization on Riemannian Manifolds

We begin with the notions of tangent space and retrac- tion. Each point \( W \) in an embedded manifold \( \mathcal{M} \) has a tangent space denoted as \( T_W \mathcal{M} \), which is the set of tangents to smooth curves within \( \mathcal{M} \) passing through \( W \). A retraction is any function \( R : T_W \mathcal{M} \rightarrow \mathcal{M} \) that satisfies
to satisfy (3) for any \( L(\cdot) \) that satisfies (3) and for any value of \( \gamma \). We will include the proof in the extended version of the paper.
the properties of centering and local rigidity (Absil et al., 2008). The mathematically ideal retrac-
tion is called the exponential map, which is usually computationally expensive. Instead, one can use retrac-
tions which approximate the exponential map, and still retain the local convergence properties of the exponen-
tial map.

A function \( f(W) \) defined over an embedded Riemannian manifold \( \mathcal{M} \) can be optimized via gradient descent. Given a current candidate solution \( W_t \) and a retrac-
tion \( R_W \), we need to perform 2 steps at each iteration:

1) Calculate \( W^+ = W_t - \eta \nabla f(W_t) \), where \( \eta \) is the step size and \( \nabla f(W_t) \) is the Riemannian gradient at \( W_t \).
2) Map \( W^+ \) back to \( \mathcal{M} \): \( W_{t+1} = R_W(W^+) \).

Given an embedded manifold \( \mathcal{M} \) and a function \( f \) defined in the ambient space, the Riemannian gradient of \( f \) at \( W \) is simply the orthogonal projection of the standard Euclidean gradient \( \nabla f(W) \) onto \( T_W\mathcal{M} \). For \( S_{d,m}^+ \), this projection is given by the following lemma.

**Lemma 3.1** Given a point \( W = YY^T \in S_{d,m}^+ \), the ortho-
gonal projection of a matrix \( Z \) in the ambient space \( \mathbb{R}^{d \times d} \) onto \( T_W S_{d,m}^+ \), is given by \( \text{Pr}_W(Z) = \xi \), where

\[
\begin{align*}
\xi &= \xi^s + \xi^p; \\
\xi^s &= P_y^\perp Z + Z^T P_y, \\
\xi^p &= P_y^\perp Z + Z^T P_y + P_y^\perp Z^T P_y^\perp P_y
\end{align*}
\]

and \( P_y = YY^T \), \( P_y^\perp = I - P_y \).

**Proof** See Proposition 5.2 in (Vandereycken & Vandewalle, 2010)

The retraction we require is given in the following lemma:

**Lemma 3.2** Let \( W \in S_{d,m}^+ \) and \( \xi, \xi^p, \xi^s \) be as defined in Lemma 3.1. Then, the function \( R_W(\xi) = VW^TV \) where

\[
V = W + \frac{1}{2} \xi^s + \xi^p - \frac{1}{2} \xi^s W^T \xi^s - \frac{1}{2} \xi^p W^T \xi^s
\]

is a second-order retraction from the tangent space \( T_W S_{d,m}^+ \) to \( S_{d,m}^+ \).

**Proof** See Proposition 5.10 in (Vandereycken & Vandewalle, 2010)

We can now perform Riemannian stochastic gradient de-
scent to minimize Equation (6) over \( S_{d,m}^+ \). Given a current estimate \( W_t \), this can be done as follows:

1: Sample a pair \((q, x^+ \in \mathcal{X}_q^+); q, x^- \}| \) \( \epsilon \), \( \eta \).
2: Calculate \( \xi^s, \xi^p \) as in (7) for
\[
\begin{align*}
Z &= -\eta \nabla \left[ L \left( \left\lfloor \frac{|X_q^+|}{N_k} \right\rfloor [1 - f_q(x^+) + f_q(x^-)]_+ + \lambda f_q(x^+) \right) \right]_{W_t} \\
\end{align*}
\]
3: \( W_{t+1} \leftarrow R_W(\xi) \)

**Algorithm 1** Symmetric\_gradient\_update

**Input:** Initial matrix \( L \in \mathbb{R}^{d \times m} \) such that \( W = LL^T \), \( U, V \) such that \( -\eta \nabla W = UV^T \)

**Output:** \( M \) such that \( MM^T = R_W(P_{T_W}(W - \eta \nabla W)) \)

1: \( L = (L^T L)^{-1} L^T \)
2: \( \hat{A}_1 = L^T U; A_2 = L^T V; S = A_1^T A_2; \hat{A}_1 = L A_1 \)
3: \( \text{return} \ M = L + (U - \frac{1}{2} \hat{A}_1 + (\frac{1}{2} \hat{A}_1 - \frac{1}{2} U) S) A_2^T \)

**Algorithm 2** FRML-WARP

**Input:** \( L \in \mathbb{R}^{d \times m} \) such that \( LL^T = W \), data matrix \( X \in \mathbb{R}^{d \times n} \), relevant/irrelevant sets \( \mathcal{X}_q^+ / \mathcal{X}_q^- \), \( q \in \mathcal{X} \), sampling threshold \( \gamma \)

1: \( \text{repeat} \)
2: \( \text{Draw} q \text{ from } \mathcal{X}_q^- \text{; Draw } x_j \text{ from } \mathcal{X}_q^+; N_k \leftarrow 0 \)
3: \( \text{repeat} \)
4: \( \text{Sample } x_i \text{ from } \mathcal{X}_q^- \)
5: \( \text{until} \ N_k > \frac{|X_q^+|}{\gamma} \text{ or } \left| f_q(x^-) - f_q(x^+) \right| > 1 \)
6: \( \hat{r}_i = [\frac{|X_q^+|}{N_k}] ; \hat{v}_{qj} = q - x_j; \hat{v}_{qi} = q - x_i \)
7: \( \text{if} \left| f_q(x^-) - f_q(x^+) \right| > 1 \text{ then} \)
8: \( \epsilon_{qj} = -\eta \left( L(\hat{r}_i + \lambda) \right) \); \( \epsilon_{qi} = \eta \left( L(\hat{r}_i) \right) \)
9: \( \text{else} \) \( \epsilon_{qi} = -\eta \left( \lambda \right) \); \( \epsilon_{qi} = 0 \)
10: \( \text{end if} \)
11: \( U = [\epsilon_{qj} \hat{v}_{qj}, c_{qi} \hat{v}_{qi}]; V = [\hat{v}_{qj}, \epsilon_{qi}] \)
12: \( L \leftarrow \text{Symmetric\_gradient\_update} (L, U, V) \)
13: \( \text{until} \ max \text{ iterations exceeded or validation error does not improve} \)
14: \( \text{return} \ W = LL^T \)

Steps 2 and 3 can be combined into a single function, which is given by Algorithm 1. With the choice of \( \Omega_t(W) \) as a regularizer, the sample gradient \( Z \) is a symmetric matrix, which simplifies the derivation of the update step. The update is similar in spirit to the one in (Shalit et al., 2012), but unlike their case where the gradient is nonsymmetric, the quadratic cross terms cancel in our case, leading to a sim-
pler update. The complete derivation is given in the supple-
mentary material. Our complete approach, FRML-WARP, is given by Algorithm 2.

### 3.2. Computational Complexity

In this section, we analyze the computational complexity of Algorithm 2. In the sequel, let \( d \) be the input dimension-
ality, \( m \), the rank of \( W \), and \( r \), the rank of the gradient \( UV^T \). We also consider the minibatch ap-
proach where steps 2-11 of Algorithm 2 are repeated \( b \) times, and \( UV^T \) is the averaged gradient over \( b \) examples. When \( b = 1 \), rank \( (UV^T) \) is two when a violator is found in steps 3-5 and one oth-
erwise (since \( c_{qi} = 0 \), we can discard the corresponding column of \( U \)). For simplicity, we assume that a minibatch of size \( b \) is of rank \( 2b \) when \( b << d \).
The runtime of Algorithm 1 is found in step 4 as a few relevant examples end up at the top of the ranking. Algorithm 2 is best suited for challenging problems where only one a few relevant examples end up at the top of the ranking (since, in expectation, many more $O(dm)$ checks are required in step 4 as $x_j$ approaches the top of the ranking).

The runtime of Algorithm 1 is $O(d \cdot \max(r, m)^2)$. The two potentially expensive steps are computing the pseudoinverse of $L$, which is $O(dm^2)$, and the $O(dr^2)$ multiplication involving $S$ in step 3. In practice, one can avoid ever computing $L^t$ explicitly; $A_1$ (and $A_2$, by symmetry) can be obtained by solving $(L^t L) A_1 = L^t U$ via Cholesky decomposition which is faster than first computing $L^t$. Another approach would be to use a rank-one update proposed in (Shalit et al., 2012). Despite the fact that this is $O(dm)$ (vs $O(dm^2)$), it can be computationally expensive in practice when $b > 1$ as, instead of computing a single rank $2b$ outer product in step 3 of Algorithm 1, $2b$ rank-one outer products need to be computed as $L^t$ must be updated incrementally. Empirically we found that obtaining $A_1$ directly was generally faster than the rank-one update in our experiments, where we set $b = 5$.

The choice of $\Omega_L$ (Equation 2) as a regularizer is now clear as 1) it gives rise to symmetric gradients and 2) it decomposes over $(q, x^+)$, giving rise to a rank-one sample gradient matrix. Other choices of $\Omega(W)$, such as the graph Laplacian (Hoi et al., 2008) or the Frobenius norm generally give rise to high-rank gradients and do not admit such a decomposition in general. Naively using the full-rank gradient at each time step would render our algorithm unacceptable slow as the complexity of Algorithm 2 is quadratic in $r$. In this case, it may be faster to work with the unfactored form of the gradient directly. Alternatively, since every matrix $\Omega(W)$ can be expressed as $\sum_{i=1}^{k} u_i v_i^\top$ where $k$ is the rank of $\Omega(W)$ and $u_i$, $v_i$ are vectors, we can obtain an unbiased estimate of the full gradient at each stochastic gradient step as $u_i v_i^\top$, where $i$ is sampled uniformly at random from $1 \cdots k$. This extension is left for future work.

4. Related Work

Distance metric learning is a well studied problem, of which representative methods are Information-Theoretic Metric Learning (ITML) (Davis et al., 2007), Large Margin Nearest Neighbor (LMNN) (Weinberger & Saul, 2009) and the method of (Xing et al., 2003). Our work is most strongly inspired by Metric Learning to Rank (McFee & Lanckriet, 2010), which introduced the notion of optimizing a Mahalanobis metric for a ranking loss. A comprehensive survey of other metric learning techniques can be found in (Bellet et al., 2013).

A variety of methods have been proposed to circumvent the $O(d^3)$ decomposition step usually required to enforce $W \succeq 0$. (Torresani & Lee, 2007) considered restricting $W$ to be low-rank by substituting $W = L^t L$, $L \in \mathbb{R}^{m \times d}$ and optimizing the loss function with respect to $L$. This method, while similar to ours, does not account for the invariance of $L$ to orthonormal transformations, which results in non-isolated minimizers unlike our approach. As a result, we found empirically that this method exhibits poorer convergence and sensitivity to step size compared to our proposed method. Other methods such as (Shen et al., 2009) and (Ying & Li, 2012) require to find the largest eigenvalue of $W$ at each iteration, which scales as $O(d^2)$. Hence, they do not scale to high-dimensional data.

WSABIE (Weston et al., 2010), jointly learns low-rank embeddings of training points and labels, whereas our method learns a single embedding over points for retrieval. OASIS (Chechik et al., 2009) is also similar to our method, but does not enforce low rank or positive definiteness of the metric, and optimizes for AUC.

Most similar to our approach is the PSD-1 variant of LORETA (Shalit et al., 2012), with a few key differences: Instead of an inner-product based similarity, we consider a distance-based similarity. This is more suitable for low-dimensional visualizations of the data, and also for incorporating ideas from semi-supervised learning such as the graph Laplacian regularizer, which cannot be directly applied to the inner-product case. Furthermore, we incorporate the WARP loss to improve performance at the top of the rankings, and we exploit the symmetry of the sample gradients for a more elegant update (Algorithm 1).

Recently, methods have been proposed to avoid scoring the full training set for minimizing listwise losses such as MAP (Shi et al., 2012) for the recommendation setting. It would be interesting to see if these methods could be adapted to the distance metric learning task as well.

4.1. Connection to Large Margin Nearest Neighbor

FRML can be shown to be equivalent to LMNN if in (1), we remove the rank constraint; set $\Omega(W) = \Omega_L(W)$; set $\mathcal{X}_q^+ / \mathcal{X}_q^-$ to be the target neighbors/impostors of $q$; set $\mathcal{L}(\cdot)$ to be the identity; and replace $r_q(x^+)$ with the convex upper bound

$$r_q(x^+) = \sum_{x^- \in \mathcal{X}_q^-} [1 - f_q(x^+) + f_q(x^-)]_+$$

Recent work (Do et al., 2012) has shown that LMNN can be considered to be jointly optimizing multiple SVM sub-problems, with a parameter vector where certain entries are dependent on each other. By casting LMNN in our frame-
work, we show that LMNN can be viewed as a learning-to-rank problem which optimizes the mean AUC loss on all training examples (with $X^+_q$ comprising only target neighbors for each query) over a shared parameter matrix.

5. Experiments

To evaluate our proposed method, we conducted two sets of experiments. In the first experiment, we evaluated the retrieval performance and training time of various metric learning algorithms on three high-dimensional datasets: ImageNet (Deng et al., 2009), CAL10K (Tingle et al., 2010) and MagnaTagatune (Law et al., 2009). In the second experiment, we compared the performance of our method with competing algorithms on a subset of the covertype dataset with a large number of training examples relative to data dimensionality.

5.1. High-dimensional datasets

For all experiments in this section, we compare Metric Learning to Rank (MLR) (McFee & Lanckriet, 2010), OASIS (Chechik et al., 2009), LORETA (Shalit et al., 2012), FRML-WARP, and FRML-AUC, which optimizes Equation 5 with $\mathcal{L}(\cdot)$ set to the identity. For MLR, we use the MLR-ADMM implementation (Lim et al., 2013) and report separately the cases where the metric was optimized via the AUC (Joachims, 2005) and MAP (Yue et al., 2007) separation oracles, denoted as MLR-AUC and MLR-MAP respectively. For OASIS, we used the nonsymmetric variant while for LORETA, we used the PSD-1 variant. For LORETA and both variants of FRML, we report performance for $m \in \{20, 30, 50, 100, 200\}$, where $m$ is the rank of the learned metric. Additionally, for FRML-WARP, we varied $\gamma$ in \{1, 10, 25\}.

Given a query $q$ and learned metrics $W$, a predicted ranking was induced on $\mathcal{X}$ by sorting $q^TWx$ for $x \in \mathcal{X}$ in decreasing order for similarity-based methods (LORETA, OASIS), while for distance-based methods, the predicted ranking was induced by sorting $\|q - x\|_W$ for $x \in \mathcal{X}$ in increasing order. For each experiment, we report AUC, MAP and precision-at-k (P@k) of these predicted rankings.

5.1.1. ImageNet Retrieval

For this experiment, 100 images were chosen from each of 20 categories from the ImageNet repository, and each image was represented using 1000-dimensional SIFT code-word histograms obtained from the ImageNet database. Supervision was provided at the class level for ranking-based algorithms: For each training point $q \in \mathcal{X}$, $X^+_q$ was defined as the set of all same-class images to the query, and $X^-_q$ the set of all different-class images to the query.

We additionally provided comparisons with Information-Theoretic Metric Learning (ITML) (Davis et al., 2007) and Large Margin Nearest Neighbor (LMNN) (Weinberger & Saul, 2009), as they can work with class membership labels. For LMNN, we optimized over the (full-rank) factored matrix $L$ instead of $W$, as directly optimizing $W$ was not computationally feasible. We also tried running the dimensionality reduction variant of LMNN using the code from (Weinberger, 2014), but did not obtain competitive performance, thus we do not report the results.

For ITML, the slack parameter $\gamma$ was varied over \{1, 10, $\ldots$, $10^6$\}. For LMNN, the push-pull parameter $\mu$ was varied over \{0.1, 0.2, $\ldots$, 0.9\} and the number of target neighbors was fixed to 10. For MLR and OASIS, $C$ was varied over \{1, 10, $\ldots$, $10^6$\}. For each method, the hyperparameters with the best MAP performance on the validation set were selected.

For LORETA and FRML, the step size $\eta$ was chosen by MAP performance on a held-out set every 100000 iterations. For a given setting of $m$, $W$ was initialized as the product $L L^T$, where the entries of $L$ were generated by the standard normal distribution. For both variants of FRML, the trade-off parameter $\lambda$ was fixed at 0.1 and we used a minibatch of size 5. Each of the online methods were run until 300,000 training triplets were observed.

5.1.2. CAL10K

We used a subset of the CAL10K dataset, which was provided as ten 40/30/30 splits of a collection of 5419 songs. We followed the approach of (McFee et al., 2012) to process the audio data. Five-second sequences of MFCC vectors were first drawn from a set of held-out songs. These sequences were then collected into bags of features, randomly permuted and then clustered to form a codebook of size 2048. Each song was then represented as a vector quantization histogram over this codebook.

For each song $q$, $X^+_q$ was defined as the subset of songs in the training set performed by the top 10 most similar artists to the performer of $q$, where similarity between artists was measured by the number of shared users in a sample of collaborative filter data from lastFM. Due to the non-transitive nature of the similarity in each case, we measured performance only with the ranking-based methods: MLR, LORETA, OASIS and both FRML variants.

5.1.3. Magnatagatune

The Magnatagatune dataset comprises 25,860 30-second audio clips, each of which has been annotated by humans via the TagATune game. Each clip is assigned a corresponding 188-dimensional binary tag vector, where a 1 in a given position indicates that a tag applies to the song. In our experiment, we only worked with songs with at least
5 annotations, giving us 10,716 songs in total. These were split into 4 folds in a 75/25 train/test split.

To obtain an audio feature representation, we follow the method of (Su et al., 2014). Spectrogram extraction was first performed on the raw audio for a series of frames, followed by feature aggregation. Each bag of feature vectors was then encoded via sparse coding using a pre-trained dictionary of size 1024, after which pooling and power normalization were performed to obtain a single vector representation for each clip.

Given a song $q$, we set $\mathcal{X}_q^+$ to be the top 5% of songs in the training set that were most similar to $q$, where similarity was measured by the cosine similarity: $\text{sim}(q, x) = \frac{q^T x}{|q||x|}$. $\mathcal{X}_q^−$ was defined to be the subset of songs in the training set which do not share any tags in common with $q$ (i.e. having a cosine similarity of 0). As in CAL10K, only the ranking-based methods were compared.

5.1.4. RESULTS

Figure 2 shows the performance of the various algorithms on the ImageNet retrieval task. On the MAP metric, FRML-WARP ($\gamma = 1$) outperforms competing algorithms across all values of $m$, while FRML-WARP ($\gamma = 25$) still outperforms or matches other methods for $m \geq 50$. On both AUC and MAP metrics, FRML-WARP performance degrades modestly as $\gamma$ increases. We did not report MLR-MAP performance as it did not converge in a reasonable amount of time ($10^6$ seconds).

Figure 4 shows the performance of the various algorithms on the Magnatagatune retrieval task. Here, as in the ImageNet experiment, setting $\gamma = 25$ offers a $\sim 10 \times$ reduction in the FRML-WARP training time over the $\gamma = 1$ case, without suffering any appreciable loss in performance on either metric. FRML-WARP outperforms all other algorithms across both metrics, for $m \geq 50$. In this experiment, MLR-MAP also failed to converge within $10^6$ seconds.

Table 1 reports the precision-at-$k$ (P@k) performance for $k = \{1, 10\}$ on all three datasets. For the low-rank methods, we reported results for the value of $m$ which had the best MAP performance on the validation set. FRML-WARP has the best precision-at-$k$ performance across all datasets, showing the effectiveness of the WARP loss at optimizing the top of the ranking. We also observe that LMNN seems to perform poorly on AUC and MAP, but still does relatively well on P@k. This is probably because LMNN focuses only on optimizing 10 target neighbors, which lower its performance on AUC and MAP which consider recall performance (unlike P@k). This was also observed in our second experiment.
We observed also that the geometry of the data plays a role in MAP performance. Both FRML-AUC and LORETA are very similar with the main difference between how the ranking scores are modeled (Mahalanobis distance vs inner product), yet FRML-AUC outperforms LORETA on ImageNet while the converse is true on Magnatagatune. Thus, it is still an open question as to which modeling method is more suitable for a given dataset.

Even though the experimental results seem to indicate that our methods are 10-100× slower than LORETA or FRML-AUC, the reported time is the time needed to process 300,000 training triplets. However, we observed that given a fixed training time budget, FRML-WARP with a suitable setting of γ can achieve better MAP performance than either AUC method on the test set.

5.2. Low-dimensional dataset

In this experiment, we wish to evaluate the various algorithms on a low-dimensional, large dataset where the natural advantage of low-rank methods over full-rank methods (in terms of having fewer parameters to estimate reliably) is much less pronounced. We used a subset of the covertype dataset from the UCI repository, which comprises data from 7 classes. We sampled 10000 54-dimensional data points for our experiment, which we split into five 80/20 folds. For FRML and LORETA we fixed \( m = 30 \) and \( \gamma = 1 \), and followed the protocol of Section 5.1 for the other methods.

Table 2 reports the performance of various methods on this dataset. Again, MLR-MAP did not converge within \( 10^6 \) seconds so we did not report results. FRML-WARP outperforms other methods on top-of-the-ranking measures (MAP and P@\( k \)), indicating its suitability even on low-dimensional datasets.

6. Conclusion

We proposed an novel distance metric learning algorithm for ranking, and derived an efficient learning algorithm as well as a truncated sampling scheme for greater computational efficiency. Our experiments demonstrate that our proposed method outperforms existing methods on top-heavy ranking metrics while having substantially reduced computation time.
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