Abstract

This paper addresses the problem of predicting the missing edges of a bipartite graph where each side of the vertices has its own intrinsic structure. We propose a new optimization framework to map the two sides of the intrinsic structures onto the manifold structure of the edges via a graph product, and to reduce the original problem to vertex label propagation over the product graph. This framework enjoys flexible choices in the formulation of graph products, and supports a rich family of graph transduction schemes with scalable inference. Experiments on benchmark datasets for collaborative filtering, citation network analysis and prerequisite prediction of online courses show advantageous performance of the proposed approach over other state-of-the-art methods.

1. Introduction

Machine learning applications to many important problems involve predicting the missing edges in a bipartite graph based on heterogeneous sources of information about both the vertices and the edges. In recommendation systems, for example, observed user-item interactions can be represented as the (weighted) edges in a bipartite graph where the users are the vertices on the left and the items are vertices on the right. In order to predict the unobserved user-item interactions successfully, inference needs to be made not only based on the observed edges, but also based on additional information about the vertices, such as demographic data of users and textual descriptions about items. The induced intrinsic structures within those vertices would also be informative for inference, such as the graph of user-user similarities and the graph of item-item similarities. The challenging question in context-aware collaborative filtering (Melville et al., 2002; Basilico & Hofmann, 2004; Gu et al., 2010) therefore is how to jointly leverage the rich and heterogeneous information about both the observed edges and the vertices in the bipartite graph.

Other examples include citation network analysis (with publications as the vertices on both sides of the bipartite graph), multi-label text classification (with documents on the left sides and categories on the right side of the bipartite graph), question-answer mapping, host-pathogen interaction modeling, prerequisite linkage within online courses, and more. All of those problems can be viewed as Bipartite Edge Prediction (BEP), whose success crucially depends on how to jointly leverage the observed edges and the intrinsic structures within vertices.

A representative approach to BEP is matrix completion, which has been intensively studied in recent machine learning (Mnih & Salakhutdinov, 2007; Candès & Recht, 2009). Using a sparse matrix to record the observed edges in a bipartite graph, the prediction of the missing entries in this matrix (i.e., the missing edges in the graph) is accomplished via dimensionality reduction. That is, by finding a lower-dimensional vector space for the observed data, the missing entries can be estimated by approximation. A major weakness of such a matrix completion approach is that the inference is based on observed edges only, ignoring other information about vertices or the intrinsic manifolds among them. As a consequence, such methods cannot effectively handle the cold-start problems in collaborative filtering, for example, where new users or new items do not have enough observed interactions for reliable inference.

Other representative works in BEP include a family of tensor-kernel based approaches (Basilico & Hofmann, 2004; Yu et al., 2006; Brunner et al., 2012), which makes a combined use of observed edges and additional information about vertices. E.g., the tensor kernel can be used to combine a matrix of user-user similarities based on demographic data of users and a matrix of item-item similarities based text descriptions of items, and to obtain the induced
kernel matrix of edge-edge similarities. Then a kernelized supervised learning algorithm (such as Support Vector Machine or perceptron) can be used to obtain a statistical mapping from any missing edge to the class labels or graded relevance with estimated confidence scores based on a training set of labeled edges. Yet another representative approach is referred to as Graph Regularized Matrix Completion (Cai et al., 2011; Gu et al., 2010), which extends conventional matrix completion with additional graph regularization terms in the objective for optimization, and the regularization terms are defined based on the manifold structures among the vertices on each side of the bipartite graph.

Although the tensor kernels and graph-regularized matrix completion methods are more powerful than matrix completion as they jointly exploit both the observed edges and the intrinsic structures within vertices, they still have a fundamental limitation. That is, none of those methods explicitly model the intrinsic manifold among edges (observed and unobserved) for transductive semi-supervised learning in the prediction of missing edges. Recall that transductive graph learning has been intensively studied for solving vertex classification or vertex label propagation problems (Zhu et al., 2003; Zhu, 2005; Agarwal, 2006), where the intrinsic manifold among unlabeled vertices is proven to be useful for improving the prediction accuracy based on some smoothness or manifold assumption within the homogeneous graph. Transductive learning should also be useful for missing edge prediction in bipartite graphs, we believe; however, such a potential has not been studied for BEP so far.

Improving the current state of the art by proposing a new transductive learning approach to BEP is our goal in this paper. Specifically, we accomplish this goal with the following technical contributions:

(1) A unified optimization framework to establish a principled mapping from the original BEP problem to a vertex label propagation problem over an induced product graph, and to jointly exploit both the observed (labeled) edges and unobserved (unlabeled) edges via transductive semi-supervised learning (Sections 2);

(2) The principled solutions for constructing graph products (via a family of graph product operations), where each edge in the original bipartite graph is mapped onto a vertex in the product graph, and the intrinsic structures within the original vertices are used to define the structure of vertices in the product graph (Section 3);

(3) A rich family of kernel mapping schemes which allow the graph transduction to be carried out in various forms over different product graphs (Section 4);

(4) The scalable algorithms for transductive learning over product graphs (Section 5);

(5) Thorough experiments with our approach and other representative BEP methods on benchmark data sets in collaborative filtering, citation network analysis, and prerequisite prediction over online courses (Section 6).

2. The Unified Framework for BEP

Let us formally define the Bipartite Edge Prediction problem (BEP) first, and then show how to reduce BEP to a vertex label propagation problem over an induced product graph, and to optimize the transductive learning over the product graph.

2.1. Bipartite Edge Prediction

For any graph $G$, we denote by $V_G$, $E_G$ and $G$ its vertex set, edge set and adjacency matrix. Let $U_G$ and $\{\lambda_G^i\}_{i=1}^{\vert V_G \vert}$ be the eigenvectors and eigenvalues of $G$, respectively.

Given two graphs $G$ and $H$, let $B$ be a complete bipartite graph with $V_B = \{V_G, V_H\}$ and $E_B = V_G \times V_H$. Suppose $E_B$ can be partitioned into $E^l_B$ and $E^u_B$ where only edges in $E^l_B$ are labeled with $T = \{y_{ij} \in \mathcal{Y} | (i, j) \in E^l_B\}$.

The bipartite edge prediction problem is defined as

**Problem 1** (Bipartite Edge Prediction). *Given $G$, $H$ and $T$, learn $f : E_B \mapsto \mathcal{Y}$ such that $f$ accurately predicts the labels over $E_B^l$.*

This is illustrated in Figure 1.

2.2. Vertex Label Propagation over Product Graphs

Since the edges to label $E_B^l$ are given, we consider a transductive learning strategy that propagates the labels $T$ over

![Figure 1. Two interactive graphs $G$ (left) and $H$ (right) with vertex sets $V_G = \{1, 2\}$ and $V_H = \{a, b, c\}$. Each graph is equipped with its own intrinsic structure denoted by the dark curved lines. Their interactions are modeled by the straight lines in the middle, i.e. the edge set $E_B$ of the complete bipartite graph $B$. Given two labeled (red) edges (1, a) and (2, b), our goal is to make predictions on the unlabeled (gray) edges (1, b), (1, c), (2, a), (2, c).]
corresponds to an edge of the complete bipartite graph $G \circ H$ whose vertices are $(1, a)$ and $(1, b)$.

Now our task becomes: given two labeled (red) vertices $(1, a)$ and $(2, b)$, to predict the remaining unlabeled (gray) vertices.

$E^u_B$ to $E^u_G$. To enable such graph propagation, it would be desirable to have the graph structure of $E_B$, i.e. some graph whose vertices are $E_B$, and whose edge strengths code the similarities among the elements in $E_B$. Though such edge-level graph manifold structure is not directly provided, it can be induced by taking the graph product of $G$ and $H$.

**Definition 1 (Graph Product). Given some graph product operator “◦”, the graph product of $G$ and $H$, denoted by $G \circ H$, is a graph with the vertex set $V_{G \circ H} = V_G \times V_H$ and adjacency matrix $G \circ H$.**

Note we have assumed that the graph product operator “◦” also defines a matrix operator. Different realizations of “◦” (i.e. different ways of computing the matrix $G \circ H$) will be discussed in detail in Section 3.

Once the product graph $G \circ H$ is constructed, $V_{G \circ H} = E_B$, and the affinity between any two edges $(i, j)$ and $(i', j')$ of $B$ is quantified by $[G \circ H]_{(i,j),(i',j')}$.

The labeled and unlabeled edges of $B$, i.e. $E^l_B$ and $E^u_B$ are mapped onto $V^l_{G \circ H}$ and $V^u_{G \circ H}$, respectively. Only vertices in $V^l_{G \circ H}$ are labeled with $T = \{y_{ij} \in \mathcal{Y} \mid (i, j) \in V^l_{G \circ H}\}$.

This suggests that BEP over $B$ can be reduced to the following vertex label propagation problem over $G \circ H$:

**Problem 2 (Vertex Label Propagation). Given $G \circ H$ and $T$, learn $f : V^l_{G \circ H} \mapsto \mathcal{Y}$ such that $f$ accurately predicts the labels over $V^l_{G \circ H}$.**

This is illustrated in Figure 2.

### 2.3. Optimization Objective

For brevity we let $m = |V_G|$ and $n = |V_H|$.

Denote by $F \in \mathbb{R}^{m \times n}$ our estimation matrix where $f_{ij}$ is the function value of $f$ evaluated on vertex $(i, j)$ in $V_{G \circ H}$. Given Problem 2, we consider the following graph regularization framework over the product graph $G \circ H$:

$$\min_F L_T (F) + \frac{C}{2} \text{vec} (F)^\top \left[ \kappa (G \circ H) \right]^{-1} \text{vec} (F) \quad (1)$$

where $\text{vec} : \mathbb{R}^{m \times n} \mapsto \mathbb{R}^{mn}$ concatenates the rows of $F$, and $\kappa$ is a scalar-valued function. The ST of $A$ w.r.t. $\kappa$, denote by $\kappa (A)$, is defined as $\kappa (A) = \sum_i \kappa (\lambda_i) u_i u_i^\top$.

That is, the kernel mapping $\kappa$ is a spectral transformation if applying $\kappa$ to an adjacency matrix amounts to applying $\kappa$ to each of its eigenvalues.

Graph transduction is crucial for leveraging unlabeled vertices in vertex label propagation, and many famous graph transduction schemes can be encoded with ST (Smola 
Kondor, 2003; Kunegis 
Lommatzsch, 2009). As will be discussed in more detail in Section 4, specifying different $\kappa$ in optimization (1) is equivalent to carrying out different forms of graph transduction over the vertices of the product graph $G \circ H$, i.e. the edges of the bipartite graph $B$.

### 3. Constructing the Product Graph

As we can see from the previous section, the graph structure among the edges of $B$ is coded in the adjacency matrix $G \circ H$, which is a function of the graph product operator “◦”. Here we are going to discuss about different kinds of graph products and their intuitions.

We are going to start from two basic graph products: the Tensor graph product (TGP) and the Cartesian graph product (CGP). Then, we generalize TGP and CGP to a family of graph products called the spectral graph product (SGP).

#### 3.1. Tensor Graph Product

**Definition 3 (TGP). The Tensor Graph Product of $G$ and $H$, denoted by $G \otimes H$, has the adjacency matrix $G \otimes H$, where “$\otimes$” is the Kronecker (Tensor) product.**

**Namely, for all $(i, j)$ and $(i', j')$ in $V_{G \otimes H}$**:

$$[G \otimes H]_{(i,j),(i',j')} := G_{i,i'} H_{j,j'} \quad (2)$$

Therefore, TGP defines the edge-level similarity in $B$ (left-hand side) as the product of two vertex-level similarities in $G$ and $H$. Note we have assumed that the graph product operator “◦” also defines a matrix operator. Different realizations of “◦” (i.e. different ways of computing the matrix $G \circ H$) will be discussed in detail in Section 3.
$G$ and $\mathcal{H}$ (right-hand side). In other words, TGP takes the similarity between two edges $(i, j)$ and $(i', j')$ in $B$ as the similarity between two vertices $i$ and $i'$ in $G$ multiplied by the similarity between two vertices $j$ and $j'$ in $\mathcal{H}$.

### 3.2. Cartesian Graph Product

**Definition 4 (CGP).** The Cartesian Graph Product of $G$ and $\mathcal{H}$, denoted by $G \circledast \mathcal{H}$, has the adjacency matrix $G \oplus H$, where “$\oplus$” is the Kronecker sum.

Namely, for all $(i, j)$ and $(i', j')$ in $V_{G \circledast \mathcal{H}}$:

$$[G \oplus H]_{(i,j),(i',j')} := G_{i,i'} 1_{j=j'} + 1_{i=i'} H_{j,j'}$$

(3)

where the indicator function $1_{\{\cdot\}}$ equals to one if the condition inside the brackets is satisfied and equals to zero otherwise. Hence CGP considers two edges in $B$ to be similar only when they share at least one mutual vertex in $G$ or $\mathcal{H}$.

### 3.3. Random Walk Interpretations

For any graph $G$, let us assume its adjacency matrix $G$ has been normalized as the transition matrix of a random walk over $G$, i.e. $G$ is doubly stochastic. In this case $G_{i,i'}$ is the probability for the random walker on $G$ to travel from a state (vertex) $i$ to another state $i'$.

According to (2), it is not hard to see that the random walk over $G \circledast \mathcal{H}$ amounts to two “synchronized” random walks on $G$ and $\mathcal{H}$ (Vishwanathan et al., 2010). In each move, walkers on $G$ and $\mathcal{H}$ simultaneously and independently travel to their next state. Each joint state of the two walkers corresponds to a vertex in the product graph $G \circledast \mathcal{H}$, i.e. an edge in the bipartite graph $B$ we concern about.

When self-loops are added to every vertex in $G$ and $\mathcal{H}$ before computing their TGP, the two random walks on both graphs become “lazy” (Zhou & Schölkopf, 2004). This additional self-reinforcement can be crucial—otherwise according to (2), and since $G_{i,i} \equiv 0$ and $H_{j,j} \equiv 0$, any two edges in $B$ with a mutual vertex will have zero similarity.

By similar analysis, the random walk over $G \circledast \mathcal{H}$ amounts to two “asynchronized” random walks over $G$ and $\mathcal{H}$. In each move, one of $G$ and $\mathcal{H}$ is chosen with equal probability, and only the random walker on the chosen graph is allowed to travel. If $G$ is chosen, only $G$’s random walker will travel from $i$ to $j$’ with probability $G_{i,i'}$; otherwise, only $\mathcal{H}$’s random walker will travel from $j$ to $j'$ with probability $H_{j,j'}$.

### 3.4. The Generalization: Spectral Graph Products

Now let us generalize TGP and CGP to a broader family of graph products. The family gives a unified characterization of the graph products which we are interested in, and can lead to efficient optimization (Section 5).

**Definition 5 (SGP).** “$\circ$” is called the spectral graph product if for any $G$ and $\mathcal{H}$, the adjacency matrix of the product graph $G \circ \mathcal{H}$ has the eigendecomposition

$$G \circ \mathcal{H} := (U_G \otimes U_{\mathcal{H}}) \Lambda_{G \circ \mathcal{H}} (U_G \otimes U_{\mathcal{H}})^\top$$

(4)

where $\Lambda_{G \circ \mathcal{H}}$ is a diagonal matrix in $\mathbb{R}^{mn \times mn}$ with $[\Lambda_{G \circ \mathcal{H}}]_{(i,j),(i',j')} = [\lambda_G]_{i} [\lambda_H]_{j}$; “$\circ$” is overloaded to be a scalar-valued binary operator $\circ : \mathbb{R}_+ \times \mathbb{R}_+ \mapsto \mathbb{R}_+$ such that i) $x \circ y \equiv y \circ x$, ii) $x \circ y$ is nondecreasing in both $x$, $y$.

Note that both TGG and CGP are special cases of SGP—it is not hard to verify that (4) leads to TGP when $x \circ y = xy$, and CGP when $x \circ y = x + y$. This also suggests that TGP and CGP are fundamental in that they can be viewed as the arithmetic multiplication and addition in the SGP family.

If both $G$ and $\mathcal{H}$ are positive semidefinite, by Definition 5 we conclude that $G \circ \mathcal{H}$ must also be positive semidefinite. In this case, (1) is always a desirable convex optimization problem, provided that $L_T$ is a convex loss function and $\kappa$ preserves positive semidefiniteness.

### 4. Transduction over Product Graphs

Recall that our optimization framework (Section 2) has two key ingredients: the graph product operator $\circ$ and the kernel mapping $\kappa$. The former specifies how a product graph (edge manifold) should be induced, and the later specifies how the graph transduction should be carried out over such a product graph. In this section, we show how to take different combinations of graph product operations and $\kappa$’s to define a rich family of transductive learning models for BEP, starting from the kernel mapping schemes (restricted to the spectral transformation family).

#### 4.1. Kernel Mapping Schemes

The regularization term in the optimization objective of formula (1) can be viewed as a Gaussian prior over the estimation matrix $F$, i.e.,

$$\text{vec}(F) \sim N(0_{mn}, \kappa(G \circ H))$$

(5)

where $0_{mn}$ is an all-zero vector in $\mathbb{R}^{mn}$. Given $\circ$, $\kappa$ specifies the covariance matrix in the Gaussian prior. Choosing different $\kappa$ allows us to inject our beliefs into the formulation of transduction over a product graph.

Let us use the exponential kernel $\kappa(z) := \exp(z)$ as a concrete example. In this case, $\kappa(G \circ H) = \exp(G \circ H) = \sum_{\ell=0}^\infty \frac{1}{\ell!} (G \circ H)^\ell$. If $G \circ H$ encodes the transition probabilities across the edges in bipartite graph $B$, this essentially entails the infinite random walk (Kondor & Lafferty, 2002) over the intrinsic manifold within the edges. Other representative kernel mapping schemes we study in this paper are listed in Table 1 (column 3), including:
• fixed-step random walk, where $\alpha$ specifies the number of steps and $(G \circ H)^{\alpha}$ are the transition probabilities;

• von-Neumann kernel for graph-Laplacian based manifold regularization (to be discussed in Section 4.3);

• sigmoid kernel, which can be viewed as a composition of the exponential and the von-Neumann kernel.

4.2. Graph-product based Transduction Models

In Table 1 we list some examples of the transduction models with different combinations of graph products (columns 1&2) and kernel mapping schemes (columns 3&4), and important factors (columns 5&6) for the algorithm design of each model (Section 5). In the next two sections, we pick two Cartesian-product based models to illustrate their interpretations, including the connection to representative works in vertex label propagation.

4.3. Cartesian product with von-Neumann Kernel

This corresponds to the transduction model in the fourth row of Table 1. Now we show that this combination is related to Laplacian-based manifold regularization, and is the generalization (for BEP problems) of typical approaches to vertex label propagation (Zhu, 2005; Zhu et al., 2003).

Given any graph $G$ with adjacency matrix $G$, let $D$ be a diagonal degree matrix with $d_{ii} = \sum_k G_{i,k}$. The normalized graph Laplacian of $G$ is defined as $L_G := I - D^{-\frac{1}{2}}GD^{-\frac{1}{2}}$.

For simplicity we will assume $G$ has already been symmetrically normalized during preprocessing, thus $L_G = I - G$.

Recall that $F$ is an estimation matrix where $f_{ij}$ corresponds to the function value of $f$ evaluated on edge $(i,j)$ in $E_G$. Reinforcing a smooth transition of $f$ across the vertices in $G$ requires the following quantity to be small:

$$\sum_{i \in V_G} \sum_{j' \in V_G} G_{i,j'} |F_{i,j} - F_{i,j'}|^2_2 \equiv \text{tr} \left( F^\top L_G F \right)$$

where $F_{i,j}$ stands for the $i$-th row of our estimation matrix $F$ about edges (i.e. strengths for the out-links of vertex $i$ in $G$). The similar analysis applies to graph $H$.

To reinforce smooth transductions over both $G$ and $H$, consider the following manifold regularization objective

$$\min_F \quad L_T(F) + \frac{C_1}{2} \|F\|_F^2$$

$$+ \frac{C_2}{2} \text{tr} \left( F^\top L_G F \right) + \frac{C_3}{2} \text{tr} \left( F^\top L_H F \right)$$

Comparing the objective in (7) to those in typical manifold-based vertex label propagation problems, the only differences are that each vertex is associated with a vector value (the column or row of $F$) instead of a scalar, and we have the regularization terms for two graphs ($G$ and $H$) instead of a single graph ($G$).

The following indicates optimization (7) can be equivalent to (1) with $\kappa$ specified to be the von-Neumann kernel.

**Proposition 1.** Optimization (7) is equivalent to optimization (1) if $\circ$ is the Cartesian graph product (i.e. $x \circ y \equiv x + y$), $C = C_1 + 2C_2$ and $\kappa(z) = (1 - \frac{C_3}{C_2} z)^{-1}$.

4.4. Cartesian product with Exponential Kernel

This corresponds to the transduction model in the second row of Table 1. The following shows that this model connects together the Cartesian and the Tensor graph product.

Applying the exponential kernel to the Cartesian product graph amounts to setting the covariance matrix of the Gaussian prior to $\exp(G \circ H)$. Notice that the following nice equivalence holds (Neudecker, 1969)

$$\exp(G \circ H) = \exp(G) \otimes \exp(H)$$

In other words, an infinite random walk over the Cartesian product graph is equivalent to the Tensor graph product of the two infinite random walks over $G$ and $H$, respectively.

5. Optimization Algorithms

Although our proposed framework enjoys the nice property of allowing various forms of edge-level graph transduction, the induced product graph is typically extremely large thus leads to nontrivial optimization.

In this section, we focus on speeding up the gradient computation of the criterion function in optimization (1), which is the building block for many optimization routines. After examining the bottleneck of gradient computation, we show that the gradient can be computed much more efficiently when $\circ$ belongs to the SGP family. Then, we give a generic characterization about in what cases (i.e. for which combinations of $\circ$ and $\kappa$) the gradient can be concisely expressed, and in what cases the optimization efficiency can be further boosted by restricting the rank of $F$.

5.1. Bottleneck of Gradient Computation

The gradient of (1) can be expressed as

$$\nabla F = \nabla L_T(F) + C \varphi_{\circ,\kappa}(F)$$

where we have used $\varphi_{\circ,\kappa}(F)$ as a shorthand for the gradient of the graph regularization term

$$\varphi_{\circ,\kappa}(F) := \text{vec}^{-1} \left( [\kappa(G \circ H)]^{-1} \text{vec}(F) \right)$$
Table 1. Graph-product based Transduction Models

<table>
<thead>
<tr>
<th>Graph Product</th>
<th>x o y := z</th>
<th>Transduction</th>
<th>( \kappa (z) )</th>
<th>rank (( \Sigma ))</th>
<th>( \varphi_{\circ, \kappa} (F) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tensor</td>
<td>xy</td>
<td>Random Walk</td>
<td>( z^o )</td>
<td>1</td>
<td>( G^{-\alpha} F H^{-\alpha} )</td>
</tr>
<tr>
<td>Cartesian</td>
<td>x + y</td>
<td>Exponential</td>
<td>( \exp (\alpha z) )</td>
<td>1</td>
<td>( \exp (-\alpha G) F \exp (-\alpha H) )</td>
</tr>
<tr>
<td>Tensor</td>
<td>xy</td>
<td>Von-Neumann</td>
<td>( (1 - \alpha z)^{-1} )</td>
<td>2</td>
<td>( F - \alpha G F H )</td>
</tr>
<tr>
<td>Cartesian</td>
<td>x + y</td>
<td>Von-Neumann</td>
<td>( (1 - \alpha z)^{-1} )</td>
<td>3</td>
<td>( F - \alpha G F - \alpha F H )</td>
</tr>
</tbody>
</table>

One has to compute \( \varphi_{\circ, \kappa} (F) \) in order to compute the gradient \( \nabla F \). Unfortunately, computing \( \varphi_{\circ, \kappa} (F) \) according to (10) is prohibitively expensive in both space and time, due to the huge \( mn \times mn \) size of \( G \circ H \), the presence of \( \kappa \) (which can lead to a fully dense \( mn \times mn \) kernel matrix \( \kappa (G \circ H) \) even when \( G \circ H \) is sparse), and the presence of matrix inverse operation. More specifically, each gradient step will consume \( O (m^2 n^2) \) in both time and space, assuming \( \kappa (G \circ H) \) is already somehow precomputed.

5.2. Efficient Gradient Computation with SGP

The following lemma indicates that \( \varphi_{\circ, \kappa} (F) \) can be computed much more efficiently if \( \circ \) is a spectral graph product.

Lemma 1. If \( \circ \) defines a SGP, then

\[
\begin{align*}
\varphi_{\circ, \kappa} (F) &= U_\mathcal{H} \left[ \Sigma_{\circ, \kappa} \ast \left( U_G^T F U_\mathcal{H} \right) \right] U_\mathcal{H}^T \quad (11)
\end{align*}
\]

where \( \ast \) is the matrix Hadamard (a.k.a. element-wise) product, \( \Sigma_{\circ, \kappa} \) is a \( m \times n \) matrix with each of its elements defined as \( \Sigma_{\circ, \kappa} = 1 / \kappa \left( \left[ \Lambda_G \right]_{ij} \circ \left[ \Lambda_\mathcal{H} \right]_{ij} \right) \).

Lemma 1 indicates as long as the eigensystems of \( G \) and \( H \) are precomputed and \( \circ \) defines a SGP, the computation of \( \varphi_{\circ, \kappa} (F) \) does not require the explicit construction of \( G \circ H \). It allows us to compute \( \varphi_{\circ, \kappa} (F) \) in \( O (mn (m + n)) \) time and \( O \left( (m + n)^2 \right) \) space, far more efficient than the \( O (m^2 n^2) \) complexity using the naive approach.

In (11) we see \( \Sigma_{\circ, \kappa} := \Sigma \) play as the key quantity, since it summarizes all the information about our choices of the graph product \( \circ \) and the kernel mapping \( \kappa \). In the extreme case where \( \Sigma \) is a constant matrix, \( \varphi_{\circ, \kappa} (F) \) will degenerate to the gradient of the squared Frobenius norm of \( F \).

Theorem 1. If \( \circ \) is a SGP, let \( \sum_k \kappa_k \mu_k u_k v_k^T \) be the eigendecomposition of \( \Sigma \), and \( r (G, u) \) be matrix \( G \) with its eigenvalues replaced by some other vector \( u \). We have

\[
\varphi_{\circ, \kappa} (F) = \sum_{k=1}^{\text{rank}(\Sigma)} c_k r (G, u_k) F r (H, v_k) \quad (12)
\]

Theorem 1 provides an alternative approach to compute \( \varphi_{\circ, \kappa} (F) \). The summation might appear to be cumbersome at the first glance. However, interestingly, we observe that the rank of \( \Sigma \), i.e. \( \text{rank}(\Sigma) \), is bounded by a very small integer (typically \( \leq 3 \)) for many different combinations of \( \circ \) and \( \kappa \). For those listed in Table 1, we put their corresponding rank \( (\Sigma) \) and the expression of \( \varphi_{\circ, \kappa} (F) \) derived from Theorem 1 in the last two columns.

Corollary 1. If there exists \( \sigma_1, \sigma_2 \) such that for all \( x, y \in \mathbb{R} \), \( \frac{1}{\kappa(x, y)} \equiv \sigma_1 (x) \sigma_2 (y) \). Then

\[
\varphi_{\circ, \kappa} (F) = \sigma_1 (G) F \sigma_2 (H) \quad (13)
\]

Similarly, if there exists \( \sigma_1 \) and \( \sigma_2 \) such that for all \( x, y \in \mathbb{R} \), \( \frac{1}{\kappa(x, y)} \equiv \sigma_1 (x) + \sigma_2 (y) \). Then

\[
\varphi_{\circ, \kappa} (F) = \sigma_1 (G) F + F \sigma_2 (H) \quad (14)
\]

Corollary 1 provides us some useful insights about under what cases \( \varphi_{\circ, \kappa} (F) \), and therefore \( \nabla F \), can be expressed concisely. As an example, consider the SGP \( x \circ y = x^p + y^q \) and the kernel mapping \( \kappa (z) = \exp (z) \), we have \( \frac{1}{\kappa(x, y)} \equiv (e^x)^{-p} (e^y)^{-q} \). According to the corollary

\[
\varphi_{\circ, \kappa} (F) = \left[ \exp (G) \right]^{-p} F \left[ \exp (H) \right]^{-q} \quad (15)
\]

5.3. Optimization with Rank Constraint

So far we have been discussing about how to jointly exploit the structures in both \( G \) and \( \mathcal{H} \). Sometimes, we believe that the true labels over the edges of \( \mathcal{B} \) are also structured. For example, a popular assumption is that \( F \) should have a low-rank nature, i.e. \( \text{rank}(F) \leq d \ll \min (m, n) \). This additional constraint has the following two advantages:

First, in the extreme case where neither \( G \) nor \( \mathcal{H} \) is informative (e.g. \( G \) and \( \mathcal{H} \) are identity matrices), we still have the hope to recover the missing edges in \( \mathcal{B} \) according to the theory of low-rank matrix recovery (Candès & Recht, 2009). This suggests that the low-rank structural information in \( F \), to some extent, is orthogonal to the graph structural information in \( G \) and \( \mathcal{H} \). Thus this additional low-rank assumption can be used to enhance our BEP framework.

Second, by assuming \( F = U V^T \) where \( U \in \mathbb{R}^{m \times d} \) and \( V \in \mathbb{R}^{n \times d} \), the number of free variables to be optimized
in problem (1) is substantially reduced. As in existing fast matrix factorization approaches (Rennie & Srebro, 2005), alternatively optimizing w.r.t. thin matrices $U$ and $V$ may lead to improved computational efficiency.

Ideally, the cost of gradient computation should decrease as $d$ decreases, namely as $U$ and $V$ become thinner. However, this is not true if we compute $\varphi_{\sigma,\kappa}(F)$ according to Lemma (1), due to the presence of the Hadamard product.

Fortunately, Theorem 1 allows the gradient computation to benefit from the rank constraint over $F$, by which the complexity for $\varphi_{\sigma,\kappa}(F)$ is $O \left( d \left( m^2 + n^2 \right) \text{rank} \left( \Sigma \right) \right)$. Notice rank ($\Sigma$) is typically a very small constant (Table 1), we have $O \left( d \left( m^2 + n^2 \right) \text{rank} \left( \Sigma \right) \right) \approx O \left( d \left( m^2 + n^2 \right) \right) \ll O \left( mn \left( m + n \right) \right)$, hence we can get huge computation savings via (12) by restricting $d$ to be small.

6. Experiments

We conducted experiments with various kinds of BEP (Bipartite Edge Prediction) problems, including those in collaborative filtering, citation network analysis, and prerequisite prediction for online courses.

6.1. Tasks and Datasets

- **Collaborative Filtering**: We used MovieLens-100K, a benchmark data set in collaborative filtering where the task is to predict the unknown ratings for new user-movie pairs. The bipartite graph $B$ in this case has the vertex sets $V_\tilde{G}$, $V_H$ and the edge set $E_B$ corresponding to 943 users, 1682 movies and 10^3 ratings, respectively. Each user is provided with a binary vector indicating his/her gender and occupation, and each movie is provided with a binary vector indicating its genre.

- **Citation Network Analysis**: We also used Cora (Sen et al., 2008), including 2708 publication records and 5429 citation links, which has been commonly used in citation network analysis where the task is to predict the relevance of unknown citations for each “query” publication. The bipartite graph in this case has identical $V_\tilde{G}$ and $V_H$, i.e., both correspond to the publication (document) set, and the edge set $E_B$ corresponds to the citation links. Each document is also provided with a binary vector, indicating the within-document presence or absence of each word in the vocabulary.

- **Prerequisite Prediction**: Courses^2 (Yang et al., 2015) is a new set of course descriptions and prerequisite links we collected from the web sites of Massachusetts Institute of Technology (2322 courses, 1173 links), California Institute of Technology (1048 courses, 761 links), Princeton University (56 courses, 90 links) and Carnegie Mellon University (83 courses and 150 links). For each institution, the bipartite graph $B$ has identical vertex sets $V_\tilde{G}$ and $V_H$, corresponding to the courses, and the edges in $E_B$ indicate the prerequisite relations among courses. Each course is provided with a bag-of-words representation based on the course description. The task is to predict the strength for each unknown edge in $E_B$.

All the above data were used in 5-fold cross validation settings: we used 60% of the data for training, 20% for parameter tuning, and 20% for testing. By rotating the 5-fold training/validating/test subsets we measure the performance of each method on average.

Based on the features of the vertices, we construct $\tilde{G}$ and $H$ as sparse, symmetrized $k$NN graphs under cosine similarity. The value of $k$ is tuned during cross validation.

6.2. Evaluation Metrics

For evaluating BEP methods in collaboration network analysis and prerequisite prediction, each vertex on the left side of the bipartite graph is treated as a query, and the system-produced ranked list of unknown edges in $E_B$ is evaluated using the standard metrics of the Mean Average Precision (MAP), the Area Under the Curve (AUC) of ROC, and the Normalized Discounted Cumulative Gain (NDCG). All those metrics have been commonly used in the benchmark evaluations of ranked lists.

For evaluating BEP methods in collaborative filtering, MAP and AUC do not apply because they are defined for binary relevance judgments but MovieLens has multi-scale ratings (1-5). On the other hand, NDCG is well-defined for multi-scale relevance judgments which has been commonly used in collaborative filtering evaluations (Weimer et al., 2007; Rendle et al., 2009; Balakrishnan & Chopra, 2012), and therefore is our choice of metric for this task.

6.3. Results of Proposed Methods

We conducted controlled experiments with all the proposed models in Table 1. For collaborative filtering we use mean squared error (MSE) as the loss function, and for other two tasks we use the pairwise ranking loss.

In our result summary (Table 2), we name these methods as BEP with a subscript (for the type of graph product) and superscript (for the formulation of the kernel mapping $\kappa$). For example, BEP^exp allows BEP with an exponential kernel over the Cartesian product graph.

From Table 2 we see that BEP^exp, i.e. exponential kernel over the Cartesian product graph, yields the best overall performance. This empirically justifies the effectiveness of the infinite random walk we discussed in Section 4.
6.4. Comparison with Baseline Methods

We further conducted experiments with other representative methods in the literature as strong baselines, including:

- **Matrix Completion (MC)** has been a common approach to the prediction of the missing entries in a sparse input matrix via matrix factorization (Mnih & Salakhutdinov, 2007; Kapicioglu et al., 2014). Those methods do not exploit any intrinsic structure within the vertex sets of $G$ or $H$ as a common limitation.

- **Graph Regularized Matrix Completion (GRMC)** extends conventional matrix completion with additional graph regularization based on the manifold structures of $G$ and $H$ (Cai et al., 2011; Gu et al., 2010). The GRMC approach is similar to ours in the sense of simultaneously leveraging the manifold information on each side of the bipartite graph. The main difference is that we combine the manifolds of $G$ and $H$ into a single product graph, and leverage the induced manifold structure of edges in $B$ to enable edge-based graph transduction across edges, while GRMC does not explicitly model the manifold of edges or the transduction over the edges.

- **Tensor Kernel (TK)** constructs the kernel matrix for the edges in $B$ by taking the tensor product of the kernel matrices of $G$’s and $H$’s (Basilico & Hofmann, 2004; Yu et al., 2006; Brunner et al., 2012). The tensor kernel is then used in supervised learning of edge weight prediction (e.g., using a perceptron algorithm) or edge classification (e.g., using SVM). Although this approach explicitly constructs the similarity measure among $B$’s edges, it does not leverage transductive learning among those edges.

For fair comparisons, we adapted all the baseline methods to use the same loss function as our proposed method. Table 3 summarizes the results of the baselines and our best method, i.e., BEP$^{exp3}$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Method</th>
<th>MAP</th>
<th>AUC</th>
<th>ndcg@3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Courses</td>
<td>TK</td>
<td>0.765</td>
<td>0.765</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td>GRMC</td>
<td>0.765</td>
<td>0.765</td>
<td>0.765</td>
</tr>
<tr>
<td></td>
<td>MC</td>
<td>0.765</td>
<td>0.765</td>
<td>0.765</td>
</tr>
</tbody>
</table>

According to Table 3, TK outperforms GRMC on Courses (link sparsity: 0.33%) and Cora (link sparsity: 0.074%), but not on MovieLens (link sparsity: 6.3%). This suggests that MC-based approaches tend to work better when the observed edges in the bipartite graph $B$ is relatively dense.

In Table 3 we also see our proposed method BEP$^{exp3}$ consistently outperforms other baselines in all the tasks under all three metrics. This justifies our intuition that transductive learning over the manifold (induced via graph product) of edges in the bipartite graph is useful for BEP problems.

7. Conclusion

We presented a novel approach to bipartite edge prediction by reducing the original problem to a vertex label propagation problem over product graphs. It enables us to simultaneously exploit both the partially labeled edges and the intrinsic structures within the vertices on both sides of the bipartite graph in a principled manner, and to effectively leverage both labeled edges and unlabeled edges via transductive learning over the product graphs. We showed that the optimization can be efficiently implemented for rich combinations of graph products and graph transduction schemes. Our experiments demonstrated the advantageous performance of our proposed approach over strong baselines in real-world BEP tasks.
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3Table 2 and Table 3 are using different 5-fold data splits.
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