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Abstract
In this paper we propose an efficient, scalable non-parametric Gaussian process model for inference on Poisson point processes. Our model does not resort to gridding the domain or to introducing latent thinning points. Unlike competing models that scale as $O(n^3)$ over $n$ data points, our model has a complexity $O(nk^2)$ where $k \ll n$. We propose a MCMC sampler and show that the model obtained is faster, more accurate and generates less correlated samples than competing approaches on both synthetic and real-life data. Finally, we show that our model easily handles data sizes not considered thus far by alternate approaches.

1. Introduction
Point processes are a standard model when the objects of study are the number and repartition of otherwise identical points on a domain, usually time or space. The Poisson point process is probably the most commonly used point process. It is fully characterised by an intensity function that is inferred from the data. Gaussian processes have been successfully used to form a prior over the (log-) intensity function for applications such as astronomy (Gregory & Loredo, 1992), forestry (Heikkinen & Arjas, 1999), finance (Basu & Dassios, 2002), and neuroscience (Cunningham et al., 2008b). We offer extensions to existing work as follows: we develop an exact non-parametric Bayesian model that enables inference on Poisson processes. Our method scales linearly with the number of data points and does not resort to gridding the domain. We derive a MCMC sampler for core components of the model and show that our approach offers a faster and more accurate solution, as well as producing less correlated samples, compared to other approaches on both real-life and synthetic data.

2. Related Work
Non-parametric inference on point processes has been extensively studied in the literature. Rathburn & Cressie (1994) and Moeller et al. (1998) used a finite-dimensional piecewise constant log-Gaussian for the intensity function. Such approximations are limited in that the choice of the grid on which to represent the intensity function is arbitrary and one has to trade-off precision with computational complexity and numerical accuracy, with the complexity being cubic in the precision and exponential in the dimension of the input space. Kottas (2006) and Kottas & Sanso (2007) used a Dirichlet process mixture of Beta distributions as prior for the normalised intensity function of a Poisson process. Cunningham et al. (2008a) proposed a model using Gaussian processes evaluated on a fixed grid for the estimation of intensity functions of renewal processes with log-concave renewal distributions. They turned hyper-parameters inference into an iterative series of convex optimization problems, where ordinarily cubic complexity operations such as Cholesky decompositions are evaluated in $O(n \log n)$ leveraging the uniformity of the grid and the log-concavity of the renewal distribution. Adams et al. (2009) proposed an exact Markov Chain Monte Carlo (MCMC) inference scheme for the posterior intensity function of a Poisson process with a sigmoid Gaussian prior intensity, or equivalently a Cox process (Cox, 1955) with sigmoid Gaussian stochastic intensity. The authors simplified the likelihood of a Cox process by introducing latent thinning points. The proposed scheme has a complexity exponential in the dimension of the input space, cubic in the number of data and thinning points, and performs particularly poorly when the data are sparse. Gunter et al. (2014) extended this model to structured point processes. Rao & Teh (2011) used uniformization to produce exact samples from a non-stationary renewal process whose hazard function is modulated by a Gaussian process, and consequently proposed a MCMC sampler to sample from the posterior intensity of a unidimensional point process. Although the authors have illustrated that their model is faster than that of Adams et al. (2009) on some synthetic and real-life data,
their method still scales cubically in the number of thinned
and data points, and is not applicable to data in dimension
higher than 1, such as spatial point processes.

3. Model

3.1. Setup

We are tasked with making non-parametric Bayesian inference on the intensity function of a Poisson point process assumed to have generated a dataset \( D = \{s_1, ..., s_n\} \). To simplify the discourse without loss of generality, we will assume that data points take values in \( \mathbb{R}^d \).

Firstly, let us recall that a Poisson point process (PPP) on a bounded domain \( S \subset \mathbb{R}^d \) with non-negative intensity function \( \lambda \) is a locally finite random collection of points in \( S \) such that the numbers of points occurring in disjoint parts \( B_i \) of \( S \) are independent and each follows a Poisson distribution with mean \( \int_{B_i} \lambda(s)ds \).

The likelihood of a PPP is given by:

\[
L(\lambda|s_1, ..., s_n) = \exp \left( -\int_S \lambda(s)ds \right) \prod_{i=1}^n \lambda(s_i). \tag{1}
\]

3.2. Tractability discussion

The approach adopted thus far in the literature to make non-parametric Bayesian inference on point process using Gaussian processes (GPs) (Rasmussen & Williams, 2006) consists of putting a functional prior on the intensity function in the form of a positive function of a GP: \( \lambda(s) = f(g(s)) \) where \( g \) is drawn from a GP and \( f \) is a positive function. Examples of such \( f \) include the exponential function and a scaled sigmoid function (Adams et al., 2009; Rao & Teh, 2011). This approach can be seen as a Cox process where the stochastic intensity follows the same dynamics as the functional prior. When the Gaussian process used has almost surely continuous paths, the random vector

\[
(\lambda(s_1), ..., \lambda(s_n), \int_S \lambda(s)ds) \tag{2}
\]

provably admits a probability density function (pdf). Moreover, we note that any piece of information not contained in the implied pdf over the vector in Equation (2) will be lost as the likelihood only depends on those variables. Hence, given a functional prior postulated on the intensity function, the only necessary piece of information to be able to make a full Bayesian treatment is the implied joint pdf over the vector in Equation (2).

For many useful transformations \( f \) and covariance structures for the GP, the aforementioned implied pdf might not be available analytically. We note however that there is no need to put a functional prior on the intensity function. In fact, for every finite-dimensional prior over the vector in Equation (2), there exists a Cox process with an a.s. \( C^\infty \) intensity process that coincides with the postulated prior (see appendix for the proof).

This approach is similar to that of (Kottas, 2006). The author regarded \( I = \int_S \lambda(s)ds \) as a random variable and noted that \( p(\lambda) = \frac{1}{\lambda} \) can be regarded as a pdf whose support is the domain \( S \). He then made inference on \( (I, p(s_1), ..., p(s_n)) \), postulating as prior that \( I \) and \( (p(s_1), ..., p(s_n)) \) are independent, \( I \) has a Jeffrey's prior and \( (s_1, ..., s_n) \) are i.i.d. draws from a Dirichlet process mixture of Beta with pdf \( p \).

The model we present in the following section puts an appropriate finite-dimensional prior on \( (\lambda(s_1), ..., \lambda(s_n), \lambda(s_1), ..., \lambda(s_k), \int_S \lambda(s)ds) \) for some inducing points \( s_j \) rather than putting a functional prior on the intensity function directly.

3.3. Our model

3.3.1. Intuition

The intuition behind our model is that the data are not a ‘natural grid’ at which to infer the value of the intensity function. For instance, if the data consists of 200,000 points on the interval \([0, 24]\) as in one of our experiments, it might not be necessary to infer the value of a function at 200,000 points to characterise it on \([0, 24]\). Instead, we find a small set of inducing points \( D' = \{s_1', ..., s_k'\}, k \ll n \) on our domain, through which we will define the prior over the vector in Equation (2) augmented with \( \lambda(s_1'), ..., \lambda(s_k') \). The set of inducing points will be chosen so that knowing \( \lambda(s_1'), ..., \lambda(s_k') \) would result in knowing the values of the intensity function elsewhere on the domain, in particular \( \lambda(s_1), ..., \lambda(s_n) \), with ‘arbitrary certainty’. We will then analytically integrate out the dependency in \( \lambda(s_1), ..., \lambda(s_n) \) from the posterior, thereby reducing the complexity from cubic to linear in the number of data points without ‘loss of information’, and reformulating our problem as that of making exact Bayesian inference on the value of the intensity function at the inducing points. We will then describe how to obtain predictive mean and variance of the intensity function elsewhere on the domain from training.

3.3.2. Model specification

Let us denote by \( \lambda^* \) a positive stochastic process on \( S \) such that \( \log \lambda^* \) is a stationary Gaussian process with covariance kernel \( \gamma^* : (s_1, s_2) \rightarrow \gamma^* (s_1, s_2) \) and constant mean \( m^* \). Let us further denote by \( \lambda \) a positive stochastic process on \( S \) such that \( \log \lambda \) is a conditional Gaussian process coinciding with \( \log \lambda^* \) at \( k \) inducing points \( D' = \{s_1', ..., s_k'\}, k \ll n \). That is, \( \log \lambda \) is the non-
stationary Gaussian process whose mean function \( m \) is defined by
\[
m(s) = m^* + \Sigma_{xD}^* \Sigma_{yD}^{-1} G
\]
where \( G = (\log \lambda^*(s'_1) - m^*, \ldots, \log \lambda^*(s'_k) - m^*) \) and \( \Sigma_{xy} \) is the covariance matrix between the vectors \( X \) and \( Y \) under the covariance kernel \( \gamma^* \). Moreover, \( \log \lambda \) is such that for every vector \( S_1 \) of points in \( S \), the auto-covariance matrix \( \Sigma_{S_1S_1} \) of the values of process at \( S_1 \) reads
\[
\Sigma_{S_1S_1} = \Sigma_{S_1S_1}^* = \Sigma_{S_1S_1^*} \Sigma_{S_1^* S_1}^{-1} \Sigma_{S_1^* S_1^*}^T.
\]
The prior distribution in our model is constructed as follows:

1. \( \{ \log \lambda(s'_j) \}_{j=1}^k \) are samples from the stationary GP \( \log \lambda \) at \( \{ s'_j \}_{j=1}^k \) respectively, with \( m^* = \log \Sigma_{xD}^* \mu(S) \), where \( \mu(S) \) is the size of the domain.

2. \( I = \int_S \lambda(s) ds \) and \( \{ \log \lambda(s_j) \}_{j=1}^n \) are conditionally independent given \( \{ \log \lambda(s'_j) \}_{j=1}^k \).

3. Conditional on \( \{ \log \lambda(s'_j) \}_{j=1}^k \), \( \{ \log \lambda(s_j) \}_{j=1}^n \) are independent and for each \( j \in [1..n] \) \( \log \lambda(s_j) \) follows the same distribution as \( \log \lambda(s'_j) \).

4. Conditional on \( \{ \log \lambda(s'_j) \}_{j=1}^k \), \( I \) follows a Gamma distribution with shape \( \alpha_I \) and scale \( \beta_I \).

5. The mean \( \mu_I = \alpha_I \beta_I \) and variance \( \sigma_I^2 = \alpha_I \beta_I^2 \) of \( I \) are that of \( \int_S \lambda(s) ds \).

Assertion 3. above is somewhat similar to the FITC model of (Quinonero & Rasmussen, 2005).

This construction yields a prior pdf of the form:
\[
p(\log \lambda(s_1), \ldots, \log \lambda(s_n), \log \lambda(s'_1), \ldots, \log \lambda(s'_k), I, \theta) = \mathcal{N}(\log \lambda(s'_1), \ldots, \log \lambda(s'_k)|m^*, \Sigma_{D}^*) \times \mathcal{N}(\log \lambda(s_1), \ldots, \log \lambda(s_n)|M, \text{diag}(\Sigma_{DD})) \times \gamma_d(I|\alpha_I, \beta_I) \times p(\theta)
\]
where \( \mathcal{N}(\cdot|X, C) \) is the multivariate Gaussian pdf with mean \( X \) and covariance matrix \( C, M = (m(s_1), \ldots, m(s_n)), 1_k \) is the vector with length \( k \) and elements \( 1, \text{diag}(\Sigma_{DD}) \) is the diagonal matrix whose diagonal is that of \( \Sigma_{DD}, \gamma_d(x|\alpha, \beta) \) is the pdf of the gamma distribution with shape \( \alpha \) and scale \( \beta \), and where \( \theta \) denotes the hyper-parameters of the covariance kernel \( \gamma^* \).

It follows from the fifth assertion in our prior specification that \( \alpha_I = \frac{\mu_I^2}{\sigma_I^2} \) and \( \beta_I = \frac{\sigma_I^2}{\mu_I^2} \). We also note that
\[
\mu_I = E\left( \int_S \lambda(s) ds \right) = \int_S E\left( \exp(\log \lambda(s)) \right) ds = \int_S \exp(m(s) + \frac{1}{2} \gamma(s, s)) ds := \int_S f(s) ds
\]
and
\[
\sigma_I^2 = E\left( \left( \int_S \lambda(s) ds \right)^2 \right) - \mu_I^2 = \int_S \int_S E\left( \exp(\log \lambda(s_1) + \log \lambda(s_2)) ds_1 ds_2 \right) - \mu_I^2 = \int_S \int_S \exp(m(s_1) + m(s_2) + \gamma(s_1, s_2) + \frac{1}{2} \gamma(s_1, s_1) + \frac{1}{2} \gamma(s_2, s_2)) ds_1 ds_2 - \mu_I^2 = \int_S \int_S g(s_1, s_2) ds_1 ds_2 - \mu_I^2.
\]
The integrals in Equations (6) and (7) can be easily evaluated with numerical methods such as Gauss-Legendre quadrature (Hildebrand, 2003).

In particular, when \( S = [a, b] \),
\[
\mu_I \approx \frac{b - a}{2} \sum_{i=1}^{p} \omega_i f \left( \frac{b - a}{2} x_i + \frac{b + a}{2} \right)
\]
and
\[
\sigma_I^2 \approx \frac{(b - a)^2}{4} \sum_{i=1}^{p} \sum_{j=1}^{p} \omega_i \omega_j g \left( \frac{b - a}{2} x_i + \frac{b + a}{2}, \frac{b - a}{2} x_j + \frac{b + a}{2} \right) - \frac{b + a}{2} - \mu_I^2
\]
where the roots \( x_i \) of the Legendre polynomial of order \( p \) and the weights \( \omega_i \) are readily available from standard textbooks on numerical analysis such as (Hildebrand, 2003) and scientific programming packages (R, Matlab and Scipy). Extensions to rectangles in higher dimensions are straightforward. Moreover, the complexity of such approximations only depends on the number of inducing points and \( p \) (see Equations (3) and (4)), and hence scales well with the data size.

A critical step in the derivation of our model is to analytically integrate out \( \log \lambda(s_1), \ldots, \log \lambda(s_n) \) in the posterior,
to eliminate the cubic complexity in the number of data points. To do so, we note that:

\[ \int (\mathbb{R}^d)^n \prod_{i=1}^n \lambda(s_i) \mathcal{N}(\log \lambda(s_1), \ldots, \log \lambda(s_n) | M, \text{diag}(\Sigma_{DD}) d \log \lambda(s_1) \ldots d \log \lambda(s_n) \]

\[ = E \left( \exp \left( \sum_{i=1}^n \log \lambda(s_i) \right) \right) \]

\[ = \exp \left( \frac{1}{n} M^T + \frac{1}{2} \text{Tr}(\Sigma_{DD}) \right) \] (10)

where the second equality results from the moment generating function of a multivariate Gaussian.

Thus, putting together the likelihood of Equation (1) and Equation (5), and integrating out \( \log (\lambda(s_1), \ldots, \log \lambda(s_n)) \), we get:

\[ p(\log \lambda(s_1'), \ldots, \log \lambda(s_k'), I, \theta | D) \]

\[ \sim p(\theta) \mathcal{N}(\log \lambda(s_1'), \ldots, \log \lambda(s_k') | M^*, \Sigma^*_{DD}) \]

\[ \times \exp \left( \frac{1}{n} M^T + \frac{1}{2} \text{Tr}(\Sigma_{DD}) \right) \exp (-I) \gamma_d(I \alpha_1, \beta_1) \] (11)

Finally, although our model allows for joint inference on the intensity function and its integral, we restrict our attention to making inference on the intensity function for brevity. By integrating out \( I \) from Equation (11), we get the new posterior:

\[ p(\lambda, \theta | D) := p(\log \lambda(s_1'), \ldots, \log \lambda(s_k'), \theta | D) \]

\[ \sim p(\theta) \exp \left( \frac{1}{n} M^T + \frac{1}{2} \text{Tr}(\Sigma_{DD}) \right) (1 + \beta) \gamma_d(I \alpha_1) \]

\[ \times \mathcal{N}(\log \lambda(s_1'), \ldots, \log \lambda(s_k') | M^*, \Sigma^*_{DD}) \]

(12)

where we noted that the dependencies of Equation (11) in \( I \) is of the form \( \exp(-x) \gamma_d(x | \alpha, \beta) \) which can be integrated out as the moment generating function of the gamma distribution evaluated at \(-1\), that is \((1 + \beta)^{-\alpha}\).

3.3.3. Selection of Inducing Points

Inferring the number \( k \) and positions of the inducing points \( s_i' \) is critical to our model, as \( k \) directly affects the complexity of our scheme and the positions of the inducing points affect the quality of our prediction. Too large a \( k \) will lead to an unduly large complexity. Too small a \( k \) will lead to loss of information (and subsequently excessively uncertain predictions from training), and might make assertion 2 of our prior specification inappropriate. For a given \( k \), if the inducing points are not carefully chosen, the coverage of the domain will not be adapted to changes in the intensity function and as a result, the predictive variance in certain parts of the domain might considerably differ from the posterior variance we would have obtained, had we chosen inducing points in those parts of the domain.

Intuitively, a good algorithm to find inducing points should leverage prior knowledge about the smoothness, periodicity, amplitude and length scale(s) of the intensity function to optimize for the quality of (post-training) predictions while minimizing the number of inducing points.

We use as utility function for the choice of inducing points:

\[ U(D') = E_d(\text{Tr}(\Sigma^*_{DD}^*(\theta) \Sigma_{DD}^{-1} \Sigma^*_{DD}^*(\theta) \Sigma_{DD}^*(\theta))) \] (13)

where \( \theta \) is the vector of hyper-parameters of the covariance kernel \( \gamma^* \), and the expectation is taken with respect to the prior distribution over \( \theta \). In other words, the utility of a set of inducing points is the expected total reduction of the (predictive) variances of \( \log \lambda(s_1), \ldots, \log \lambda(s_n) \) resulting from knowing \( \log \lambda(s_1'), \ldots, \log \lambda(s_k') \).

In practice, the expectation in Equation (13) might not be available analytically. We can however use the Monte Carlo estimate:

\[ \tilde{U}(D') = \frac{1}{N} \sum_{i=1}^N \text{Tr}(\Sigma^*_{DD}^*(\hat{\theta}_i) \Sigma_{DD}^{-1} \Sigma^*_{DD}^*(\hat{\theta}_i) \Sigma_{DD}^*(\hat{\theta}_i)) \] (14)

The algorithm proceeds as follows. We sample \( (\hat{\theta}_i)_{i=1}^N \) from the prior. Initially we set \( k = 0, D' = \emptyset \) and \( u_0 = 0 \). We increment \( k \) by one, and consider adding an inducing point. We then find the point \( s_k' \) that maximises \( \tilde{U}(D' \cup \{s\}) \)

\[ s_k' := \argmax_{s \in \mathcal{S}} \tilde{U}(D' \cup \{s\}) \] (15)

using Bayesian optimisation (Mockus, 2013). We compute the utility of having \( k \) inducing points as

\[ u_k = \tilde{U}(D' \cup \{s_k'\}) \]

we update \( D' = D' \cup \{s_k'\} \) and stop when

\[ \frac{u_k - u_{k-1}}{u_k} \leq \alpha \]

where \( 0 < \alpha \ll 1 \) is a convergence threshold. **Proposition**

(a) For any \( D, \alpha, N \) and \( p_0 \) Algorithm 1 stops in finite time and the sequence \((u_k)_{k \in \mathbb{N}}\) converges at least linearly with rate \( 1 - \frac{1}{##D} \).

(b) Moreover, the maximum utility \( u_f(\alpha) \) returned by Algorithm 1 converges to the average total unconditional variance \( w_\infty := \frac{1}{N} \sum_{i=1}^N \text{Tr}(\Sigma^*_{DD}^*(\hat{\theta}_i)) \) as \( \alpha \) goes to 0.

The idea behind the proof of this proposition is that the sequence of maximum utilities \( u_k \) is positive, increasing\(^2\), and upper-bounded by the total unconditional variance.

\(^2\)Intuitively, conditioning on a new point increases the reduction of variance from the unconditional variance.
bounded by the sequence \( u_\alpha \). Hence, the sequence \( u_k \) converges to a strictly positive limit, which implies that the stopping condition of the while loop will be met in finite time regardless of \( \mathcal{D} \), \( \alpha \), \( N \) and \( p_\theta \). Finally, we construct a sequence \( w_k \) upper-bounded by the sequence \( u_k \) and that converges linearly to the average total unconditional variance \( w_\infty \) with rate \( 1 - \frac{1}{\mathcal{D}} \). As the sequence \( u_k \) converges and is itself upper-bounded by \( w_\infty \), its limit is \( w_\infty \) as well, and it converges at least as fast as \( w_k \). (See appendix for the full proof)

Our algorithm is particularly suitable to Poisson point processes as it prioritises sampling inducing points in parts of the domain where the data are denser. This corresponds to regions where the intensity function will be higher, thus where the local random counts of the underlying PPP will vary more and subsequently where the posterior variance of the intensity is expected to be higher. Moreover, it leverages prior smoothness assumptions on the intensity function to limit the number of inducing points and to appropriately and sequentially improve coverage of the domain.

Algorithm 1 is illustrated on a variety of real life and synthetic data sets in section 5.

4. Inference

We use a squared exponential kernel for \( \gamma^* \) and *scaled sigmoid Gaussian* priors for the kernel hyper-parameters; that is \( \theta_i = \frac{\theta_{\text{max}}}{1 + \exp(-x_i)} \) where \( x_i \) are i.i.d standard Normal. The problem-specific scales, \( \theta_{\text{max}} \), restrict the supports of those distributions using prior knowledge to avoid unlikely extreme values and to improve conditioning.

We use a block Gibbs Sampler (Geman & Geman, 1984) to sample from the posterior. We sample the hyperparameters using the Metropolis-Hastings (Hastings, 1970) algorithm taking as proposal distribution the prior of the variable of interest. We sample the log-intensities at the inducing points using Elliptical Slice Sampling (Murray et al., 2010) with the pdf in Equation (12).

**Prediction from training**

To predict the posterior mean at the data points we note from the law of total expectation that

\[
\forall s_i \in \mathcal{D}, \quad E(\log \lambda(s_i) | \mathcal{D}) = E(E(\log \lambda(s_i) | \{\log \lambda^*(s'_j)\}_{j=1}^{k}) | \mathcal{D}) .
\]

(16)

Also, we note from Equations (1) and (5) that the dependency of the posterior of \( \log \lambda(s_i) \) conditional on \( \{\log \lambda^*(s'_j)\}_{j=1}^{k} \) is of the form

\[
\exp(\log \lambda(s_i)) \times N(\log \lambda(s_i) | m(s_i), \gamma(s_i, s_i)),
\]

where we recall that \( m(s_i) \) is the \( i \)-th element of the vector \( M \) and \( \gamma(s_i, s_i) \) is the \( i \)-th diagonal element of the matrix \( \Sigma_{\mathcal{D}} \). Hence, the posterior distribution of \( \log \lambda(s_i) \) conditional on \( \{\log \lambda^*(s'_j)\}_{j=1}^{k} \) is Gaussian with mean

\[
E(\log \lambda(s_i) | \{\log \lambda^*(s'_j)\}_{j=1}^{k}) = M[i] + \Sigma_{\mathcal{D}}[i, i]
\]

and variance

\[
\text{Var}(\log \lambda(s_i) | \{\log \lambda^*(s'_j)\}_{j=1}^{k}) = \Sigma_{\mathcal{D}}[i, i].
\]

(17)

Finally, it follows from Equation (16) that \( E(\log \lambda(s_i) | \mathcal{D}) \) is obtained by averaging out \( M[i] + \Sigma_{\mathcal{D}}[i, i] \) over MCMC samples after burn-in.

Similarly, the law of total variance implies that

\[
\text{Var}(\log \lambda(s_i) | \mathcal{D}) = E(\text{Var}(\log \lambda(s_i) | \{\log \lambda^*(s'_j)\}_{j=1}^{k}) | \mathcal{D})
\]

\[
+ \text{Var}(E(\log \lambda(s_i) | \{\log \lambda^*(s'_j)\}_{j=1}^{k}) | \mathcal{D}) .
\]

(19)

Hence, it follows from Equations (17) and (18) that the posterior variance at a data point \( s_i \) is obtained by summing up the sample mean of \( \Sigma_{\mathcal{D}}[i, i] \) with the sample variance of \( M[i] + \Sigma_{\mathcal{D}}[i, i] \), where sample mean and sample variance are taken over MCMC samples after burn-in.

5. Experiments

We selected four data sets to illustrate the performance of our model. We restricted ourselves to one synthetic data set for brevity. We chose the most challenging of the synthetic intensity functions of (Adams et al., 2009) and (Rao & Teh, 2011), \( \lambda(t) = 2 \exp(-\frac{t}{15}) + \exp(-\frac{(t-25)^2}{10}) \), to thoroughly compare our model with competing methods. We also ran our model on a standard 1 dimensional real-life data set (the coal mine disasters dataset used in...
Table 1. Maximum output (resp. input) scale $h_{\text{max}}$ (resp. $l_{\text{max}}$) used for each data set to select inducing points.

<table>
<thead>
<tr>
<th></th>
<th>SYNTHETIC</th>
<th>COAL MINE</th>
<th>BRAMBLE</th>
<th>TWITTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>$h_{\text{max}}$</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
<td>10.0</td>
</tr>
<tr>
<td>$l_{\text{max}}$</td>
<td>25.0</td>
<td>50.0</td>
<td>0.25</td>
<td>5.0</td>
</tr>
</tbody>
</table>

Table 2. Number of inducing points produced by Algorithm 1 required to achieve some critical normalised utility values on the 4 data sets.

<table>
<thead>
<tr>
<th>$u_{\infty}$</th>
<th>SYNTHETIC</th>
<th>COAL MINE</th>
<th>BRAMBLE</th>
<th>TWITTER</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>2</td>
<td>2</td>
<td>8</td>
<td>3</td>
</tr>
<tr>
<td>0.90</td>
<td>3</td>
<td>4</td>
<td>17</td>
<td>5</td>
</tr>
<tr>
<td>0.95</td>
<td>4</td>
<td>5</td>
<td>28</td>
<td>8</td>
</tr>
</tbody>
</table>

Figure 1. Average normalised utility $\frac{u_k}{u_{\infty}}$ of choosing $k$ inducing points using Algorithm 1 ± 1 standard deviation as a function of $k$ on the synthetic data set (eg), the coal mine data set (cm), the Twitter data set (t) and the bramble canes data set (b). The average was taken over 10 runs.

Figure 3 shows the posterior mean intensity functions of the coal mine data set, the Twitter data set and the bramble canes data set under our model.

Inference on synthetic data

We generated a draw from a Poisson point process with the intensity function $\lambda(t) = 2\exp(-\frac{t}{15}) + \exp(-\frac{t-25}{10})^2$ of (Adams et al., 2009) and (Rao & Teh, 2011). The draw consisted of 41 points (blue sticks in Figure 2). We compared our model to (Adams et al., 2009) (SGCP) and (Rao & Teh, 2011) (RMP). We ran the RMP model with the renewal parameter $\gamma$ set to 1 (RMP 1), which corresponds to an exponential renewal distribution or equivalently an inhomogeneous Poisson process. We also ran the RMP model with a uniform prior on $[1, 5]$ over the renewal parameter $\gamma$ (RMP full). Figure 2 illustrates the posterior mean intensity function under each model. Finally we ran the Dirichlet process Mixture of Beta model of (Kottas, 2006) (DPMB). As detailed in Table 3, our model outperformed that of (Adams et al., 2009), (Rao & Teh, 2011) and (Kottas, 2006) in terms of accuracy and speed.

Inference on real-life data

In each experiment we generated 5000 samples after burn-in (1000 samples). For each data set we used the set of inducing points that yielded a 95% normalized utility. The exact numbers are detailed in Table 2.

We ran a Monte Carlo simulation for the stochastic processes considered herein and found that the Legendre polynomial order $p = 10$ was sufficient to yield a Quadrature estimate for the standard deviation of the integral less than 1% away from the Monte Carlo estimate (using the trapezoidal rule), and a Quadrature estimate for the mean of the integral less than a standard error away from the Monte Carlo average. We took a more conservative stand and used $p = 20$. 

Inference on synthetic data

We generated a draw from a Poisson point process with the intensity function $\lambda(t) = 2\exp(-\frac{t}{15}) + \exp(-\frac{t-25}{10})^2$ of (Adams et al., 2009) and (Rao & Teh, 2011). The draw consisted of 41 points (blue sticks in Figure 2). We compared our model to (Adams et al., 2009) (SGCP) and (Rao & Teh, 2011) (RMP). We ran the RMP model with the renewal parameter $\gamma$ set to 1 (RMP 1), which corresponds to an exponential renewal distribution or equivalently an inhomogeneous Poisson process. We also ran the RMP model with a uniform prior on $[1, 5]$ over the renewal parameter $\gamma$ (RMP full). Figure 2 illustrates the posterior mean intensity function under each model. Finally we ran the Dirichlet process Mixture of Beta model of (Kottas, 2006) (DPMB). As detailed in Table 3, our model outperformed that of (Adams et al., 2009), (Rao & Teh, 2011) and (Kottas, 2006) in terms of accuracy and speed.

Inference on real-life data

Figure 3 shows the posterior mean intensity functions of the coal mine data set, the Twitter data set and the bramble canes data set under our model.
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Figure 2. Inference on a draw (blue sticks) from a Poisson point process with intensity \( \lambda(t) = 2 \exp\left(-\frac{t}{15}\right) + \exp\left(-\frac{t-25}{10}\right) \) (black line). The red dots are the inducing points generated by our algorithm, labelled in the order they were selected. The solid blue line and the grey shaded area are the posterior mean \( \pm 1 \) posterior standard deviation under our model. SGCP is the posterior mean under (Adams et al., 2009). RMP full and RMP 1 are the posterior mean intensities under (Rao & Teh, 2011) with \( \gamma \) inferred and set to 1 respectively. DPMB is the Dirichlet process mixture of Beta (Kottas, 2006)

**Scalability:** We note that it took only 240s on average to generate 1000 samples on the Twitter data set (188544 points). As a comparison, this is the amount of time that would be required to generate as many samples on a data set that has 50 points (resp. 100 points) under the models of (Adams et al., 2009) (resp. (Rao & Teh, 2011)). More importantly, it was not possible to run either of those two competing models on the Twitter data set. Doing so would require computing \( 17 \times 10^{10} \) covariance coefficients to evaluate a single auto-covariance matrix of the log-intensity at the data points, which a typical personal computer cannot handle.

Table 3. Some statistics on the MCMC runs of Figure 2. RMSE and MAE denote the Root Mean Square Error and the Mean Absolute Error, expressed as a proportion of the average of the true intensity function over the domain. LP denotes the log mean predictive probability on 10 held out PPP draws from the true intensity \( \pm 1 \) std. t(s) is the average time in seconds it took to generate 1000 samples \( \pm 1 \) std and ESS denotes the average effective sample size (Gelman et al., 2013) per 1000 samples.

<table>
<thead>
<tr>
<th></th>
<th>MAE</th>
<th>RMSE</th>
<th>LP</th>
<th>T (s)</th>
<th>ESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>SGCP</td>
<td>0.31</td>
<td>0.37</td>
<td>-45.07 ( \pm 1.64 )</td>
<td>257.72 ( \pm 16.29 )</td>
<td>6</td>
</tr>
<tr>
<td>RMP 1</td>
<td>0.32</td>
<td>0.38</td>
<td>-43.24 ( \pm 1.31 )</td>
<td>110.19 ( \pm 7.37 )</td>
<td>23</td>
</tr>
<tr>
<td>RMP FULL</td>
<td>0.33</td>
<td>0.31</td>
<td>-41.53 ( \pm 2.13 )</td>
<td>139.64 ( \pm 5.24 )</td>
<td>6</td>
</tr>
<tr>
<td>DPMB</td>
<td>0.23</td>
<td>0.32</td>
<td>-42.95 ( \pm 5.38 )</td>
<td>23.27 ( \pm 0.94 )</td>
<td>47</td>
</tr>
<tr>
<td>Us</td>
<td>0.19</td>
<td>0.27</td>
<td>-42.84 ( \pm 3.07 )</td>
<td>4.35 ( \pm 0.12 )</td>
<td>38</td>
</tr>
</tbody>
</table>

**Figure 3.** Inference on the intensity functions of the coal mine data set (top), the Twitter data set (middle), and the bramble canes data set (bottom). Blue dots are data points, red dots are inducing points (labelled in the upper panels in the order they were selected), the grey area is the 1 standard deviation confidence band.

6. Discussion

Scalability of the selection of inducing points
The computational bottleneck of the selection of inducing points is in the evaluation of
\[ \text{Tr}(\Sigma_{\mathcal{D}}^\ast(\hat{\theta}_i)\Sigma_{\mathcal{D}}^{-1}(\hat{\theta}_i)\Sigma_{\mathcal{D}}^T(\hat{\theta}_i)). \]
Hence, the complexity and the memory requirement of the selection of inducing points are both linear in the number of data points \( n := \#\mathcal{D}. \)

The number of inducing points generated by our algorithm does not increase with the size of the data, but rather as a function of the size of the domain and the resolution implied by the prior over the hyper-parameters.

**Comparison with competing models**

We note that the computational bottleneck of our MCMC inference is in the evaluation of
\[ \text{Tr}(\Sigma_{\mathcal{D}}) = \text{Tr}(\Sigma_{\mathcal{D}}^\ast) - \text{Tr}(\Sigma_{\mathcal{D}}^\ast\Sigma_{\mathcal{D}}^{-1}\Sigma_{\mathcal{D}}^T). \]
Hence, inferring the intensity function under our model scales computationally in \( \mathcal{O}(nk^2) \) and has a memory requirement \( \mathcal{O}(nk) \), where the number of inducing points \( k \) is negligible. This is considerably better than alternative methods using Gaussian processes (Adams et al., 2009; Rao & Teh, 2011) whose complexities are cubic in the number of data points and whose memory requirement is squared in the number of data points. Moreover, the superior accuracy of our model compared to (Adams et al., 2009) and (Rao & Teh, 2011) is due to our use of the exponential transformation rather than the scaled sigmoid one. In effect, unlike the inverse scaled sigmoid function that tends to amplify variations, the logarithm tends to smooth out variations. Hence, when the true intensity is uneven, the log-intensity is more likely to resemble a draw from a stationary GP than the inverse scaled sigmoid of the true intensity function, and subsequently a stationary GP prior in the inverse domain is more suitable to the exponential transformation than to the scaled sigmoid transformation.

Our model is also more suitable than that of (Cunningham et al., 2008a) when confidence bounds are needed for the intensity function, or when the input space is of dimension higher than 1. The model is a useful alternative to that of (Kottas, 2006), whose complexity is also linear. In effect, Gaussian processes (GP) are more flexible than a Dirichlet process (DP) mixture of Beta distributions. This is the result of the large number of known covariance kernels available in the literature and the state-of-the-art understanding of how well a given kernel can approximate an arbitrary function (Micchelli et al., 2006; Pillai et al., 2007). Moreover, unlike a Dirichlet process mixture of Beta distributions, Gaussian processes allow directly expressing practical prior features such as smoothness, amplitude, length scale(s) (memory), and periodicity.

As our model relies on the Gauss-Legendre quadrature, we would not recommend it for applications with a large input space dimension. However, most interesting point process applications involve modeling temporal, spatial or spatio-temporal events, for which our model scales considerably better with the data size than competing approaches. In effect, the models proposed by (Kottas, 2006; Cunningham et al., 2008a;b; Rao & Teh, 2011) are all specific to uni-dimensional input data, whereas the model introduced by (Kottas & Sanso, 2007) is specific to spatial data. As for the model of (Adams et al., 2009), it scales very poorly with the input space dimension for its complexity is cubic in the sum of the number of data points and the number of latent thinning points, and the number of thinning points grows exponentially with the input space dimension\(^5\).

**Extension of our model**

Although the covariance kernel \( \gamma^\ast \) was assumed stationary, no result in this paper relied on that assumption. We solely needed to evaluate covariance matrices under \( \gamma^\ast \). Hence, the proposed model and algorithm can also be used to account for known non-stationarities. More generally, the model presented in this paper can serve as foundation to make inference on the stochastic dependency between multiple point processes when the intensities are assumed to be driven by known exogenous factors, hidden common factors, and latent idiosyncratic factors.

**7. Summary**

In this paper we propose a novel exact non-parametric model to make inference on Poisson point processes using Gaussian processes. We derive a robust MCMC scheme to sample from the posterior intensity function. Our model outperforms competing benchmarks in terms of speed and accuracy as well as in the decorrelation of MCMC samples. A critical advantage of our approach is that it has a numerical complexity and a memory requirement linear in the data size \( n (\mathcal{O}(nk^2)) \) and \( \mathcal{O}(nk) \) respectively, with \( k \ll n \). Competing models using Gaussian processes have a cubic numerical complexity and squared memory requirement. We show that our model readily handles data sizes not yet considered in the literature.
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\(^5\) The expected number of thinning points grows proportionally with the volume of the domain, which is exponential in the dimension of the input space when the domain is a hypercube with a given edge length.
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