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Abstract

In many scientific and engineering applications, detecting and understanding differences between two groups of examples can be reduced to a classical problem of training a classifier for labeling new examples while making as few mistakes as possible. In the traditional classification setting, the resulting classifier is rarely analyzed in terms of the properties of the input data captured by the discriminative model. However, such analysis is crucial if we want to understand and visualize the detected differences. We propose an approach to interpretation of the statistical model in the original feature space that allows us to argue about the model in terms of the relevant changes to the input vectors. For each point in the input space, we define a discriminative direction to be the direction that moves the point towards the other class while introducing as little irrelevant change as possible with respect to the classifier function. We derive the discriminative direction for kernel-based classifiers, demonstrate the technique on several examples and briefly discuss its use in the statistical shape analysis, an application that originally motivated this work.

1 Introduction

Once a classifier is estimated from the training data, it can be used to label new examples, and in many application domains, such as character recognition, text classification and others, this constitutes the final goal of the learning stage. The statistical learning algorithms are also used in scientific studies to detect and analyze differences between the two classes when the “correct answer” is unknown, and the information we have on the differences is represented implicitly by the training set. Example applications include morphological analysis of anatomical organs (comparing organ shape in patients vs. normal controls), molecular design (identifying complex molecules that satisfy certain requirements), etc. In such applications, interpretation of the resulting classifier in terms of the original feature vectors can provide an insight into the nature of the differences detected by the learning algorithm and is therefore a crucial step in the analysis. Furthermore, we would argue that studying the spatial structure of the data captured by the classification function is important in any application, as it leads to a better understanding of the data and can potentially help in improving the technique.

This paper addresses the problem of translating a classifier into a different representation
that allows us to visualize and study the differences between the classes. We introduce and derive a so called discriminative direction at every point in the original feature space with respect to a given classifier. Informally speaking, the discriminative direction tells us how to change any input example to make it look more like an example from another class without introducing any irrelevant changes that possibly make it more similar to other examples from the same class. It allows us to characterize differences captured by the classifier and to express them as changes in the original input examples.

This paper is organized as follows. We start with a brief background section on kernel-based classification, stating without proof the main facts on kernel-based SVMs necessary for derivation of the discriminative direction. We follow the notation used in [3, 8, 9]. In Section 3, we provide a formal definition of the discriminative direction and explain how it can be estimated from the classification function. We then present some special cases, in which the computation can be simplified significantly due to a particular structure of the kernel. Section 4 demonstrates the discriminative direction for different kernels, followed by an example from the problem of statistical analysis of shape differences that originally motivated this work.

2 Basic Notation

Given a training set of \( l \) pairs \( \{(x_k, y_k)\}_{k=1}^l \), where \( x_k \in \mathbb{R}^n \) are observations and \( y_k \in \{-1, 1\} \) are corresponding labels, and a kernel function \( K : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \), (with its implied mapping function \( \Phi_K : \mathbb{R}^n \rightarrow \mathcal{F} \)), the Support Vector Machines (SVMs) algorithm [8] constructs a classifier by implicitly mapping the training data into a higher dimensional space and estimating a linear classifier in that space that maximizes the margin between the classes (Fig. 1a). The normal to the resulting separating hyperplane is a linear combination of the training data:

\[
w = \sum_k \alpha_k y_k \Phi_K(x_k),
\]

where the coefficients \( \alpha_k \) are computed by solving a constrained quadratic optimization problem. The resulting classifier

\[
f_K(x) = \langle x \cdot w \rangle + b = \sum_k \alpha_k y_k \langle \Phi_K(x) \cdot \Phi_K(x_k) \rangle + b = \sum_k \alpha_k y_k K(x, x_k) + b
\]

defines a nonlinear separating boundary in the original feature space.

3 Discriminative Direction

Equations (1) and (2) imply that the classification function \( f_K(x) \) is directly proportional to the signed distance from the input point to the separating boundary computed in the higher dimensional space defined by the mapping \( \Phi_K \). In other words, the function output depends only on the projection of vector \( \Phi_K(x) \) onto \( w \) and completely ignores the component of \( \Phi_K(x) \) that is perpendicular to \( w \). This suggests that in order to create a displacement of \( \Phi_K(x) \) that corresponds to the differences between the two classes, one should change the vector’s projection onto \( w \) while keeping its perpendicular component the same. In the linear case, we can easily perform this operation, since we have access to the image vectors, \( \Phi_K(x) = x \). This is similar to visualization techniques typically used in linear generative modeling, where the data variation is captured using PCA, and new samples are generated by changing a single principal component at a time. However, this approach is infeasible in the non-linear case, because we do not have access to the image vectors \( \Phi_K(x) \). Furthermore, the resulting image vector might not even have a source in the original feature space, i.e., there might be no vector in the original space \( \mathbb{R}^n \) that maps into the resulting vector in the space \( \mathcal{F} \). Our solution is to search for the direction around
the feature vector \( x \) in the original space that minimizes the divergence of its image \( \Phi_K(x) \) from the direction of the projection vector \( w \). We call it a discriminative direction, as it represents the direction that affects the output of the classifier while introducing as little irrelevant change as possible into the input vector.

Formally, as we move from \( x \) to \( x + dx \) in \( \mathbb{R}^n \), the image vector in the space \( F \) changes by \( dz = \Phi_K(x + dx) - \Phi_K(x) \) (Fig. 1b). This displacement can be thought of as a vector sum of its projection onto \( w \) and its deviation from \( w \):

\[
p = \langle dz \cdot w \rangle \frac{w}{w \cdot w}, \quad e = dz - p = dz - \langle dz \cdot w \rangle \frac{w}{w \cdot w}.
\]

The discriminative direction minimizes the divergence component \( e \), leading to the following optimization problem:

\[
\text{minimize} \quad \mathcal{E}(dx) = \|e\|^2 = \langle dz \cdot dz \rangle - \langle dz \cdot w \rangle^2 \frac{w}{w \cdot w} \quad \text{s.t.} \quad \|dx\|^2 = \epsilon.
\]

Substituting into Equation (4), we obtain

\[
\text{minimize} \quad \mathcal{E}(dx) = dx^T \left( H_K(x) - \|w\|^{-2} \nabla f_K^T(x) \nabla f_K(x) \right) dx \quad \text{s.t.} \quad \|dx\|^2 = \epsilon.
\]

A similar complication arises in kernel-based generative modeling, e.g., kernel PCA [7]. Constructing linear combinations of vectors in the space \( F \) leads to a global search in the original space [6, 7]. Since we are interested in the direction that best approximates \( w \), we use infinitesimal analysis that results in a different optimization problem.
The solution to this problem is the smallest eigenvector of matrix

\[ Q_K(x) = H_K(x) - \|w\|^{-2} \nabla f_K^T(x) \nabla f_K(x). \]  

(12)

Note that in general, the matrix \(Q_K(x)\) and its smallest eigenvector are not the same for different points in the original space and must be estimated separately for every input vector \(x\). Furthermore, each solution defines two opposite directions in the input space, corresponding to the positive and the negative projections onto \(w\). We want to move the input example towards the opposite class and therefore assign the direction of increasing function values to the examples with label \(-1\) and the direction of decreasing function values to the examples with label \(1\).

Obtaining a closed-form solution of this minimization problem could be desired, or even necessary, if the dimensionality of the input space is high and computing the smallest eigenvector is computationally expensive and numerically challenging. In the next section, we demonstrate how a particular form of the matrix \(H_K(x)\) leads to an analytical solution for a large family of kernel functions.

3.1 Analytical Solution for Discriminative Direction

It is easy to see that if \(H_K(x)\) is a multiple of the identity matrix, \(H_K(x) = cI\), then the smallest eigenvector of the matrix \(Q_K(x)\) is equal to the largest eigenvector of the matrix \(\nabla f_K(x)\nabla f_K(x)\), namely the gradient of the classifier function \(\nabla f_K(x)\). We will show in this section that both for the linear kernel and, more surprisingly, for RBF kernels, the matrix \(H_K(x)\) is of the right form to yield an analytical solution of this form. It is well known that to achieve the fastest change in the value of a function, one should move along its gradient. In the case of the linear and the RBF kernels, the gradient also corresponds to the direction that distinguishes between the two classes while ignoring inter-class variability.

**Dot product kernels, \(K(u, v) = k(u \cdot v)\).** For any dot product kernel,

\[ \frac{\partial^2 K(u, v)}{\partial u_i \partial v_j} \bigg|_{(u=x, v=x)} = k'(\|x\|^2) \delta_{ij} + k''(\|x\|^2) x_i x_j, \]

(13)

and therefore \(H_K(x) = cI\) for all \(x\) if and only if \(k''(\|x\|^2) = 0\), i.e., when \(k\) is a linear function. Thus the linear kernel is the only dot product kernel for which this simplification is relevant. In the linear case, \(H_K(x) = I\), and the discriminative direction is defined as

\[ dx^* = \nabla f_K^T(x) = w = \sum \alpha_k y_k x_k; \quad \mathcal{E}(dx^*) = 0. \]

(14)

This is not entirely surprising, as the classifier is a linear function in the original space and we can move precisely along \(w\).

Polynomial kernels are a special case of dot product kernels. For polynomials of degree \(d \geq 2\),

\[ \frac{\partial^2 K(u, v)}{\partial u_i \partial v_j} \bigg|_{(u=x, v=x)} = d(1 + \|x\|^2)^{d-1} \delta_{ij} + d(d - 1)(1 + \|x\|^2)^{d-2} x_i x_j. \]

(15)

\(H_K(x)\) is not necessarily diagonal for all \(x\), and we have to solve the general eigenvector problem to identify the discriminative direction.

\[ ^{2}\text{While a very specialized structure of } H_K(x) \text{ in the next section is sufficient for simplifying the solution significantly, it is by no means necessary, and other kernel families might exist for which estimating the discriminative direction does not require solving the full eigenvector problem.} \]
**Distance kernels**, $K(u, v) = k(\|u - v\|^2)$. For a distance kernel,
\[
\frac{\partial^2 K(u, v)}{\partial u_i \partial v_j} \bigg|_{(u=x, v=x)} = -2k'(0)delta_{ij},
\] (16)
and therefore the discriminative direction can be determined analytically:
\[
dx^* = \nabla f_K^T(x); \quad \mathcal{E}(dx^*) = -2k'(0) - \|w\|^2\|\nabla f_K^T(x)\|^2.
\] (17)
The Gaussian kernels are a special case of the distance kernel family, and yield a closed form solution for the discriminative direction:
\[
dx^* = -2/\gamma \sum_k \alpha_k y_k e^{-\frac{\|x - x_k\|^2}{\gamma}} (x - x_k); \quad \mathcal{E}(dx^*) = 2/\gamma - \|\nabla f_K^T(x)\|^2 / \|w\|^2.
\] (18)
Unlike the linear case, we cannot achieve zero error, and the discriminative direction is only an approximation. The exact solution is unattainable in this case, as it has no corresponding direction in the original space.

### 3.2 Geometric Interpretation

We start by noting that the image vectors $\Phi_K(x)$’s do not populate the entire space $\mathbb{F}$, but rather form a manifold of lower dimensionality whose geometry is fully defined by the kernel function $K$ (Fig. 1). We will refer to this manifold as the target manifold in this discussion. We cannot explicitly manipulate elements of the space $\mathbb{F}$, but can only explore the target manifold through search in the original space. We perform the search in the original space by considering all points on an infinitesimally small sphere centered at the original input vector $x$. In the range space of the mapping function $\Phi_K$, the images of points $x + dx$ form an ellipsoid defined by the quadratic form $dz^T dz = dx^T H_K(x) dx$. For $H_K(x) \sim I$, the ellipsoid becomes a sphere, all $dz$’s are of the same length, and the minimum of error in the displacement vector $dz$ corresponds to the maximum of the projection of $dz$ onto $w$. Therefore, the discriminative direction is parallel to the gradient of the classifier function. If $H_K(x)$ is of any other form, the length of the displacement vector $dz$ changes as we vary $dx$, and the minimum of the error in the displacement is not necessarily aligned with the direction that maximizes the projection.

As a side note, our sufficient condition, $H_K(x) \sim I$, implies that the target manifold is locally flat, i.e., its Riemannian curvature is zero. Curvature and other properties of target manifolds have been studied extensively for different kernel functions [1, 4]. In particular, one can show that the kernel function implies a metric on the original space. Similarly to the natural gradient [2] that maximizes the change in the function value under an arbitrary metric, we minimize the changes that do not affect the function under the metric implied by the kernel.

### 3.3 Selecting Inputs

Given any input example, we can compute the discriminative direction that represents the differences between the two classes captured by the classifier in the neighborhood of the example. But how should we choose the input examples for which to compute the discriminative direction? We argue that in order to study the differences between the classes, one has to examine the input vectors that are close to the separating boundary, namely, the support vectors. Note that this approach is significantly different from the generative modeling, where a “typical” representative, often constructed by computing the mean of the training data, is used for analysis and visualization. In the discriminative framework, we are more interested in the examples that lie close to the opposite class, as they define the differences between the two classes and the optimal separating boundary.