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Abstract

We present three ways of combining linear programming with the kernel trick to find value function approximations for reinforcement learning. One formulation is based on SVM regression; the second is based on the Bellman equation; and the third seeks only to ensure that good moves have an advantage over bad moves. All formulations attempt to minimize the number of support vectors while fitting the data. Experiments in a difficult, synthetic maze problem show that all three formulations give excellent performance, but the advantage formulation is much easier to train. Unlike policy gradient methods, the kernel methods described here can easily adjust the complexity of the function approximator to fit the complexity of the value function.

1 Introduction

Virtually all existing work on value function approximation and policy-gradient methods starts with a parameterized formula for the value function or policy and then seeks to find the best policy that can be represented in that parameterized form. This can give rise to very difficult search problems for which the Bellman equation is of little or no use. In this paper, we take a different approach: rather than fixing the form of the function approximator and searching for a representable policy, we instead identify a good policy and then search for a function approximator that can represent it. Our approach exploits the ability of mathematical programming to represent a variety of constraints including those that derive from supervised learning, from advantage learning (Baird, 1993), and from the Bellman equation. By combining the kernel trick with mathematical programming, we obtain a function approximator that seeks to find the smallest number of support vectors sufficient to represent the desired policy. This side-steps the difficult problem of searching for a good policy among those policies representable by a fixed function approximator. Our method applies to any episodic MDP, but it works best in domains—such as resource-constrained scheduling and other combinatorial optimization problems—that are discrete and deterministic.
2 Preliminaries

There are two distinct reasons for studying value function approximation methods. The primary reason is to be able to generalize from some set of training experiences to produce a policy that can be applied in new states that were not visited during training. For example, in Tesauro’s (1995) work on backgammon, even after training on 200,000 games, the TD-gammon system needed to be able to generalize to new board positions that it had not previously visited. Similarly, in Zhang’s (1995) work on space shuttle scheduling, each individual scheduling problem visits only a finite number of states, but the goal is to learn from a series of “training” problems and generalize to new states that arise in “test” problems. Similar MDPs have been studied by Moll, Barto, Perkins & Sutton (1999).

The second reason to study function approximation is to support learning in continuous state spaces. Consider a robot with sensors that return continuous values. Even during training, it is unlikely that the same vector of sensor readings will ever be experienced more than once. Hence, generalization is critical during the learning process as well as after learning.

The methods described in this paper address only the first of these reasons. Specifically, we study the problem of generalizing from a partial policy to construct a complete policy for a Markov Decision Problem (MDP). Formally, consider a discrete time MDP $M$ with probability transition function $P(s'|s,a)$ (probability that state $s'$ will result from executing action $a$ in state $s$) and expected reward function $R(s'|s,a)$ (expected reward received from executing action $a$ in state $s$ and entering state $s'$). We will assume that, as in backgammon and space shuttle scheduling, $P(s'|s,a)\text{ and } R(s'|s,a)$ are known and available to the agent, but that the state space is so large that it prevents methods such as value iteration or policy iteration from being applied. Let $L$ be a set of “training” states for which we have an approximation $\hat{V}(s)$ to the optimal value function $V^*(s), s \in L$. In some cases, we will also assume the availability of a policy $\hat{\pi}$ consistent with $\hat{V}(s)$. The goal is to construct a parameterized approximation $\hat{V}(s;\Theta)$ that can be applied to all states in $M$ to yield a good policy $\hat{\pi}$ via one-step lookahead search. In the experiments reported below, the set $L$ contains states that lie along trajectories from a small set of “training” starting states $S_0$ to terminal states. A successful learning method will be able to generalize to give a good policy for new starting states not in $S_0$. This was the situation that arose in space shuttle scheduling, where the set $L$ contained states that were visited while solving “training” problems and the learned value function was applied to solve “test” problems.

To represent states for function approximation, let $X(s)$ denote a vector of features describing the state $s$. Let $K(X_1, X_2)$ be a kernel function (generalized inner product) of the two feature vectors $X_1$ and $X_2$. In our experiments, we have employed the gaussian kernel: $K(X_1, X_2; \sigma) = \exp(-\|X_1 - X_2\|^2/\sigma^2)$ with parameter $\sigma$.

3 Three LP Formulations of Function Approximation

We now introduce three linear programming formulations of the function approximation problem. We first express each of these formulations in terms of a generic fitted function approximator $\hat{V}$. Then, we implement $\hat{V}(s)$ as the dot product of a weight vector $W$ with the feature vector $X(s)$: $\hat{V}(s) = W \cdot X(s)$. Finally, we apply the “kernel trick” by first rewriting $W$ as a weighted sum of the training points $s_j \in L$, $W = \sum_j \alpha_j X(s_j), (\alpha_j \geq 0)$, and then replacing all dot products between data points by invocations of the kernel function $K$. We assume $L$ con-
tains all states along the best paths from $S_0$ to terminal states and also all states that can be reached from these paths in one step and that have been visited during exploration (so that $\hat V$ is known). In all three formulations we have employed linear objective functions, but quadratic objectives like those employed in standard support vector machines could be used instead. All slack variables in these formulations are constrained to be non-negative.

**Formulation 1: Supervised Learning.** The first formulation treats the value function approximation problem as a supervised learning problem and applies the standard $\epsilon$-insensitive loss function (Vapnik, 2000) to fit the function approximator.

\[
\text{minimize } \sum_s [u(s) + v(s)] \\
\text{subject to } \hat V(s) + u(s) \geq \hat V(s) - \epsilon; \quad \hat V(s) - v(s) \leq \hat V(s) + \epsilon \quad \forall s \in L
\]

In this formulation, $u(s)$ and $v(s)$ are slack variables that are non-zero only if $\hat V(s)$ has an absolute deviation from $\hat V(s)$ of more than $\epsilon$. The objective function seeks to minimize these absolute deviation errors. A key idea of support vector methods is to combine this objective function with a penalty on the norm of the weight vector. We can write this as

\[
\text{minimize } \|W\|_1 + C \sum_s [u(s) + v(s)] \\
\text{subject to } W \cdot X(s) + u(s) \geq \hat V(s) - \epsilon; \quad W \cdot X(s) - v(s) \leq \hat V(s) + \epsilon \quad \forall s \in L
\]

The parameter $C$ expresses the tradeoff between fitting the data (by driving the slack variables to zero) and minimizing the norm of the weight vector. We have chosen to minimize the 1-norm of the weight vector ($\|W\|_1 = \sum_i |w_i|$), because this is easy to implement via linear programming. Of course, if the squared Euclidean norm of $W$ is preferred, then quadratic programming methods could be applied to minimize this.

Next, we introduce the assumption that $W$ can be written as a weighted sum of the data points themselves. Substituting this into the constraint equations, we obtain

\[
\text{minimize } \sum_j \alpha_j + C \sum_s [u(s) + v(s)] \\
\text{subject to } \sum_j \alpha_j X(s_j) \cdot X(s) + u(s) \geq \hat V(s) - \epsilon \quad \forall s \in L \\quad \sum_j \alpha_j X(s_j) \cdot X(s) - v(s) \leq \hat V(s) + \epsilon \quad \forall s \in L
\]

Finally, we can apply the kernel trick by replacing each dot product by a call to a kernel function:

\[
\text{minimize } \sum_j \alpha_j + C \sum_s [u(s) + v(s)] \\
\text{subject to } \sum_j \alpha_j K(X(s_j), X(s)) + u(s) \geq \hat V(s) - \epsilon \quad \forall s \in L \\quad \sum_j \alpha_j K(X(s_j), X(s)) - v(s) \leq \hat V(s) + \epsilon \quad \forall s \in L
\]

**Formulation 2: Bellman Learning.** The second formulation introduces constraints from the Bellman equation $V(s) = \max_a \sum_{s'} P(s'|s,a) [R(s'|s,a) + V(s')]$. The standard approach to solving MDPs via linear programming is the following:

For each state $s$ and action $a$,

\[
\text{minimize } \sum_{s,a} u(s,a) 
\]
subject to \[ V(s) = u(s, a) + \sum_{s'} P(s'|s, a)[R(s'|s, a) + V(s')] \]

The idea is that for the optimal action \( a^* \) in state \( s \), the slack variable \( u(s, a^*) \) can be driven to zero, while for non-optimal actions \( a_- \), the slack \( u(s, a_-) \) will remain non-zero. Hence, the minimization of the slack variables implements the maximization operation of the Bellman equation.

We attempted to apply this formulation with function approximation, but the errors introduced by the approximation make the linear program infeasible, because \( \hat{V}(s) \) must sometimes be less than the backed-up value \( \sum_{s'} P(s'|s, a)[R(s'|s, a) + \hat{V}(s')] \). This led us to the following formulation in which we exploit the approximate value function \( \hat{V} \) to provide “advice” to the LP optimizer about which constraints should be tight and which ones should be loose. Consider a state \( s \) in \( L \). We can group the actions available in \( s \) into three groups: (a) the “optimal” action \( a^* = \pi(s) \) chosen by the approximate policy \( \hat{\pi} \), (b) other actions that are tied for optimum (denoted by \( a_0 \)), and (c) actions that are sub-optimal (denoted by \( a_- \)). We have three different constraint equations, one for each type of action:

\[
\text{minimize} \quad \sum_s [u(s, a^*) + v(s, a^*)] + \sum_{s, a_0} y(s, a_0) + \sum_{s, a_-} z(s, a_-)
\]

subject to

\[
\hat{V}(s) + u(s, a^*) - v(s, a^*) = \sum_{s'} P(s'|s, a^*)[R(s'|s, a^*) + \hat{V}(s')]
\]

\[
\hat{V}(s) + y(s, a_0) \geq \sum_{s'} P(s'|s, a_0)[R(s'|s, a_0) + \hat{V}(s')]
\]

\[
\hat{V}(s) + z(s, a_-) \geq \sum_{s'} P(s'|s, a_-)[R(s'|s, a_-) + \hat{V}(s')] + \epsilon
\]

The first constraint requires \( \hat{V}(s) \) to be approximately equal to the backed-up value of the chosen optimal action \( a^* \). The second constraint requires \( \hat{V}(s) \) to be at least as large as the backed-up value of any alternative optimal actions \( a_0 \). If \( \hat{V}(s) \) is too small, it will be penalized, because the slack variable \( y(s, a_0) \) will be non-zero. But there is no penalty if \( \hat{V}(s) \) is too large. The main effect of this constraint is to drive the value of \( \hat{V}(s') \) downward as necessary to satisfy the first constraint on \( a^* \). Finally, the third constraint requires that \( \hat{V}(s) \) be at least \( \epsilon \) larger than the backed-up value of all inferior actions \( a_- \). If these constraints can be satisfied with all slack variables \( u, v, y, \) and \( z \) set to zero, then \( \hat{V} \) satisfies the Bellman equation.

After applying the kernel trick and introducing the regularization objective, we obtain the following Bellman formulation:

\[
\text{minimize} \quad \sum_j \alpha_j + C \left( \sum_{s, a_0, a_-} u(s, a^*) + v(s, a^*) + y(s, a_0) + z(s, a_-) \right)
\]

subject to

\[
\sum_j \alpha_j \left[ K(X(s_j), X(s)) - \sum_{s'} P(s'|s, a^*)K(X(s_j), X(s')) \right] + u(s, a^*) - v(s, a^*) = \sum_{s'} P(s'|s, a^*)R(s'|s, a^*)
\]

\[
\sum_j \alpha_j \left[ K(X(s_j), X(s)) - \sum_{s'} P(s'|s, a_0)K(X(s_j), X(s')) \right] + y(s, a_0) \geq \sum_{s'} P(s'|s, a_0)R(s'|s, a_0)
\]
\[
\sum_j \alpha_j \left[ K(X(s_j), X(s)) - \sum_{s'} P(s'|s, a\_j) K(X(s_j), X(s')) \right] + z(s, a\_j) \\
\geq \sum_{s'} P(s'|s, a\_j) R(s'|s, a\_j) + \epsilon
\]

**Formulation 3: Advantage Learning.** The third formulation focuses on the minimal constraints that must be satisfied to ensure that the greedy policy computed from \( \hat{V} \) will be identical to the greedy policy computed from \( \hat{V}^* \) (cf. Uther & Saxena, 1987). Specifically, we require that the backed-up value of the optimal action \( a^* \) be greater than the backed-up values of all other actions \( a \).

minimize \( \sum_{s,a^*,a} u(s,a^*,a) \)

subject to \( \sum_{s'} P(s'|s,a^*)[R(s'|s,a^*) + \hat{V}(s')] + u(s,a^*,a) \)
\[
\geq \sum_{s'} P(s'|s,a)[R(s'|s,a) + \hat{V}(s')] + \epsilon
\]

There is one constraint and one slack variable \( u(s,a^*,a) \) for every action executable in state \( s \) except for the chosen optimal action \( a^* = \hat{a}(s) \). The backed-up value of \( a^* \) must have an advantage of at least \( \epsilon \) over any other action \( a \), even other actions that, according to \( \hat{V} \), are just as good as \( a^* \). After applying the kernel trick and incorporating the complexity penalty, this becomes

minimize \( \sum_j \alpha_j + C \sum_{s,a^*,a} u(s,a^*,a) \)

subject to \( \sum_j \alpha_j \sum_{s',s} [P(s'|s,a^*) - P(s'|s,a)] K(X(s_j), X(s')) + u(s,a^*,a) \geq \sum_{s'} P(s'|s,a) R(s'|s,a) - \sum_{s'} P(s'|s,a^*) R(s'|s,a^*) + \epsilon \)

Of course each of these formulations can easily be modified to incorporate a discount factor for discounted cumulative reward.

## 4 Experimental Results

To compare these three formulations, we generated a set of 10 random maze problems as follows. In a 100 by 100 maze, the agent starts in a randomly-chosen square in the left column, \((0, y)\). Three actions are available in every state: east, northeast, and southeast, which deterministically move the agent one square in the indicated direction. The maze is filled with 3000 rewards (each of value \(-5\)) generated randomly from a mixture of a uniform distribution (with probability 0.20) and five 2-D gaussians (each with probability 0.16) centered at \((80,20)\), \((80,60)\), \((40,20)\), \((40,80)\), and \((20,50)\) with variance 10 in each dimension. Multiple rewards generated for a single state are accumulated. In addition, in column 99, terminal rewards are generated according to a distribution that varies from \(-5\) to \(+15\) with minima at \((99,0)\), \((99,40)\), and \((99,80)\) and maxima at \((99,20)\) and \((99,60)\).

Figure 1 shows one of the generated mazes. These maze problems are surprisingly hard because unlike “traditional” mazes, they contain no walls. In traditional mazes, the walls tend to guide the agent to the goal states by reducing what would be a 2-D random walk to a random walk of lower dimension (e.g., 1-D along narrow halls).