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Abstract

In this work, we introduce an information-theoretic based correction term to the likelihood ratio classification method for multiple classes. Under certain conditions, the term is sufficient for optimally correcting the difference between the true and estimated likelihood ratio, and we analyze this in the Gaussian case. We find that the new correction term significantly improves the classification results when tested on medium vocabulary speech recognition tasks. Moreover, the addition of this term makes the class comparisons analogous to an intransitive game and we therefore use several tournament-like strategies to deal with this issue. We find that further small improvements are obtained by using an appropriate tournament. Lastly, we find that intransitivity appears to be a good measure of classification confidence.

1 Introduction

An important aspect of decision theory is multi-way pattern classification whereby one must determine the class $c^*$ for a given data vector $x$ that minimizes the overall risk:

$$ c^* = \arg\min_{c^{i'}} \sum_{c} L(c' | c)p(c | x), $$

where $L(c' | c)$ is the loss in choosing $c'$ when the true class is $c$. This decision rule is provably optimal for the given loss function [3]. For the 0/1-loss functions, it is optimal to simply use the posterior probability to determine the optimal class

$$ c^* = \arg\max_{c} p(c | x) $$

This procedure may equivalently be specified using a tournament style game-playing strategy. In this case, there is an implicit class ordering $\{c_1, c_2, \ldots, c_N\}$, and a class-pair $(i$ and $j)$ scoring function for an unknown sample $x$:

$$ S_{ij}(x) = L_{ij}(x) + R_{ij} $$

such that $L_{ij} = \log p(x | i)/p(x | j)$ is the log-likelihood ratio and $R_{ij} = \log p(i)/p(j)$ is the log prior odds. The strategy proceeds by evaluating $S_{c_1c_2}$ which if positive is followed by $S_{c_1c_3}$ and otherwise by $S_{c_2c_3}$. This continues until a “winner” is found. Of course, the order of the classes does not matter, as the same winner is found for all permutations. In
any event, this style of classification can be seen as a transitive game [5] between players who correspond to the individual classes.

In this work we extend the likelihood-ratio based classification with a term, based on the Kullback-Leibler divergence [2], that expresses the inherent posterior confusability between the underlying likelihoods being compared for a given pair of players. We find that by including this term, the results of a classification system significantly improve, without changing or increasing the quantity of the estimated free model parameters. We also show how, under certain assumptions, the term can be seen as an optimal correction between the estimated model likelihood ratio and the true likelihood ratio, and gain further intuition by examining the case when the likelihoods \( p(x|\theta) \) are Gaussians. Furthermore, we observe that the new strategy leads to an intransitive game [5], and we investigate several strategies for playing such games. This results in further (but small) improvements. Finally, we consider the instance of intransitivity as a confidence measure, and investigate an iterative approach to further improve the correction term.

Section 2 first motivates and defines our approach, and shows the conditions under which it is optimal. Section 2.1 then reports experimental results which show significant improvements where the likelihoods are hidden Markov models trained on speech data. Section 3 then recasts the procedure as intransitive games, and evaluates a variety of game playing strategies yielding further (small) error reductions. Section 3.1 attempts to better understand our results via empirical analysis, and evaluates additional classification strategies. Section 4 explores an iterative strategy for improving our technique, and finally Section 5 concludes and discusses future work.

### 2 Extended Likelihood-Ratio-based Classification

The Kullback-Leibler (KL) divergence[2], an asymmetric measure of the distance between two probability densities, is defined as follows:

\[
D(p||q) = E_p \log \frac{p(X)}{q(X)}
\]

where \( p \) and \( q \) are probability densities over the same sample space. The KL-divergence is also called the average (under \( p \)) information for discrimination in favor of \( p \) over \( q \). For our purposes, we are interested in KL-divergence between class-conditional likelihoods \( p(x|\theta) \) where \( \theta \) is the class number:

\[
D(\theta||j) = \int \log \frac{p(x|\theta)}{p(x|j)} p(x|\theta) dx
\]

One intuitive way of viewing \( D(\theta||j) \) is as follows: if \( D(\theta||j) \) is small, then samples of class \( \theta \) are more likely to be erroneously classified as class \( j \) than when \( D(\theta||j) \) is large. Comparing \( D(\theta||j) \) and \( D(j||\theta) \) should tell us which of \( \theta \) and \( j \) is more likely to have its samples mis-classified by the other model. Therefore, the difference \( D(\theta||j) - D(j||\theta) \), when positive, indicates that samples of class \( j \) are more likely to be mis-classified as class \( \theta \) than samples of class \( \theta \) are to be mis-classified as class \( j \) (and vice-versa when the difference is negative). In other words, \( \theta \) “steals” from \( j \) more than \( j \) steals from \( \theta \) when the difference is positive, thereby suggesting that class \( j \) should receive aid in this case. This difference can be viewed as a form of posterior (i.e., based on the data) “bias” indicating which class should receive favor over the other.\(^1\) We can adjust \( L_{ij} \) (the log-likelihood ratio) with this posterior bias, to obtain a new function comparing classes \( \theta \) and \( j \) as follows:

\[
S_{ij} = L_{ij} + R_{ij} - D_{ij}.
\]

\(^1\)Note that this is not the normal notion of statistical bias as in \( E\Theta \) where \( \Theta \) is an estimate of model parameters.
where
\[
D_{ij} = \frac{1}{2} \left( D(i||j) - D(j||i) \right)
\]
The likelihood ratio is adjusted in favor of \( j \) when \( D_{ij} \) is positive, and in favor of \( i \) when \( D_{ij} \) is negative. We then use \( S_{ij} \), and when it is positive, choose class \( i \).

The above intuition does not explain why such a correction factor should be used, since using \( L_{ij} \) along with \( R_{ij} \) is already optimal. In practice, however, we do not have access to the true likelihood ratios but instead to an approximation that has been estimated from training data. Let the variable \( L_{ij}(x) = \log p(x|i) / p(x|j) \) be the true log-likelihood ratio, and \( \hat{L}_{ij}(x) = \log \hat{p}(x|i) / \hat{p}(x|j) \) be the model-based log ratio. Furthermore, let
\[
\hat{D}(\hat{i}||j) = \int \log \frac{\hat{p}(x|i)}{\hat{p}(x|j)} p(x|j) dx
\]
be the modified KL-divergence between the class conditional models, measured modulo the true distribution \( p(x|i) \), and let \( \hat{D}_{ij} = \frac{1}{2} \left( \hat{D}(\hat{i}||j) - \hat{D}(j||\hat{i}) \right) \). Finally, let \( R_{ij} \) (resp. \( \hat{R}_{ij} \)) be the true (resp. estimated) log prior odds. Our (usable) scoring function becomes:
\[
S_{ij}(x) = \hat{L}_{ij}(x) + \hat{R}_{ij} - \hat{D}_{ij}.
\]
which has an intuitive explanation similar to the above.

There are certain conditions under which the above approach is theoretically justifiable. Let us assume for now a two-class problem where \( i \) and \( j \) are the two classes, so \( p(i) + p(j) = 1 \).
A sufficient condition for the estimated quantities above to yield optimal performance is for \( L + R = \hat{L} + \hat{R} \) for all \( x \). Since this is not the case in practice, an \( ij \)-dependent constant term \( \alpha \) may be added correcting for any differences as best as possible. This yields \( L + R = \hat{L} + \hat{R} + \alpha \). We can define an \( \alpha \)-dependent cost function
\[
L(\alpha) = \int p(x) \left( L + R - \hat{L} - \hat{R} - \alpha \right)^2 dx
\]
which, when minimized, yields \( \alpha^* = E_{p(x)} L + R - E_{p(x)} \hat{L} - \hat{R} \) stating that the optimal \( \alpha \) under this cost function is just the mean of the difference of the remaining terms. Note that \( E_{p(x)} L = p(i) D(i||j) - p(j) D(j||i) \) and \( E_{p(x)} \hat{L} = p(i) \hat{D}(i||j) - p(j) \hat{D}(j||i) \). Several additional assumptions lead to Equation 1. First, let us assume that the prior probabilities are equal (so \( p(i) = 0.5 \)) and that the estimated and true priors are negligibly different (i.e., \( R - \hat{R} \approx 0 \)). Secondly, if we assume that \( E_{p(x)} \hat{L} = 0 \), this implies that
\[
p(i) / p(j) = D(j||i) / D(i||j)
\]
which means that \( D(j||i) = D(i||j) \) under equal priors. While KL-divergence is not symmetric in general, we can see that if this holds (or is approximately true for a given problem) then the remaining correction is \(-EY\) exactly yielding \( \hat{D}_{ij} \) in Equation 1.

To gain further insight, we can examine the case when the likelihoods are Gaussian univariate distributions, with means \( \mu_i, \mu_j \) and variances \( \sigma_i^2, \sigma_j^2 \). In this case,
\[
D_{ij} = \frac{1}{4} \left[ \frac{\sigma_i^2}{\sigma_j^2} - \frac{\sigma_j^2}{\sigma_i^2} + (\mu_i - \mu_j)^2 \left( \frac{1}{\sigma_i^2} - \frac{1}{\sigma_j^2} \right) \right]
\]
It is easy to see that for \( \sigma_i^2 = \sigma_j^2 \) the value of \( D_{ij} \) is zero for any \( \mu_i, \mu_j \). By computing the derivative \( \frac{\partial D_{ij}}{\partial \sigma_i^2} \) we can show that \( D_{ij} \) is monotonically increasing with \( \sigma_i^2 \). Hence, \( D_{ij} \) is positive iff \( \sigma_i^2 \geq \sigma_j^2 \) and therefore it penalizes the distribution (class) with higher variance.
Similar relations hold for multivariate Gaussians with means $\mu_i, \mu_j$ and variances $\Sigma_i, \Sigma_j$.

$$4D_{ij} = \text{tr}(\Sigma_i \Sigma_j^{-1} - \Sigma_j \Sigma_i^{-1}) + (\mu_i - \mu_j)^T (\Sigma_j^{-1} - \Sigma_i^{-1})(\mu_i - \mu_j) \tag{3}$$

The above is zero when the two covariance matrices are equal. This implies that for Gaussians with equal covariance matrices, $D(i||j) = D(j||i)$ and our correction term is optimal. This is the same as the condition for Fisher’s linear discriminant analysis (LDA). Moreover, in the case $\Sigma_i = \alpha \Sigma_j$ with $\alpha > 0$, we have that $D_{ij} < 0$ for $\alpha < 1$ and $D_{ij} > 0$ for $\alpha > 1$ which again implies that $D_{ij}$ penalizes the class that has larger covariance.

## 2.1 Results

We tried this method (assuming that $R_{ij} = \hat{R}_{ij} = 0$) on a medium vocabulary speech recognition task. In our case the likelihood functions $p(x|i)$ are hidden Markov model (HMM) scores$^3$. The task we chose is NYNEX PHONEBOOK$^4$, an isolated word speech corpus. Details of the experimental setup, training/test sets, and model topologies, are described in [1]$^4$.

In general, there are a number of ways to compute $D_{ij}$. These include 1) analytically, using estimated model parameters (possible, for example, with Gaussian densities), 2) computing the KL-divergences on training data using a law-of-large-numbers-like average of likelihood ratios and using training-data estimated model parameters, 3) doing the same as 2 but using test data where hypothesized answers come from a first pass $\hat{L}_{ij}$-based classification, and 4) Monte-Carlo methods where again the same procedure as 2 is used, but the data is sampled from the training-data estimated distributions. For HMMs, method 1 above is not possible. Also, the data set we used (PHONEBOOK) uses different classes for the training and test sets. In other words, the training and test vocabularies are different. During training, phone models are constructed that are pieced together for the test vocabularies. Therefore, method 2 above is also not possible for this data.

Either method 3 or 4 can be used in our case, and we used method 3 in all our experiments. Of course, using the true test labels in method 3 would be the ideal measure of the degree of confusion between models, but these are of course not available (see Figure 2, however, showing the results of a cheating experiment). Therefore, we use the hypothesized labels from a first stage to compute $\hat{D}_{ij}$.

The procedure thus is as follows: 1) obtain $p(x|i)$ using maximum likelihood EM training, 2) classify the test set using only $\hat{L}_{ij}$ and record the error rate, 3) using the hypothesized class labels (answers with errors) to step 2, compute $\hat{D}_{ij}$, 4) re-classify the test set using the score $S_{ij} = \hat{L}_{ij} - \hat{D}_{ij}$ and record the new error rate. $S_{ij}$ is used if either one of $D(i||j)$

<table>
<thead>
<tr>
<th>VOCAB SIZE</th>
<th>WER $L_{ij}$</th>
<th>WER $S_{ij}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>2.33584</td>
<td>1.91561</td>
</tr>
<tr>
<td>150</td>
<td>3.31072</td>
<td>2.89833</td>
</tr>
<tr>
<td>300</td>
<td>5.22513</td>
<td>4.51365</td>
</tr>
<tr>
<td>600</td>
<td>7.39268</td>
<td>6.18517</td>
</tr>
</tbody>
</table>

Table 1: Word error rates (WER) for likelihood ratio $L_{ij}$ and augmented likelihood ratio $S_{ij}$ based classification for various numbers of classes (VOCAB SIZE).

---

$^3$Using 4 state per phone, 12 Gaussian mixtures per state HMMs, totaling 200k free model parameters for the system.

$^4$Note, however, that error results here are reported on the development set, i.e., PHONEBOOK lists \{a,b,c,d\} \{o,y\}
Table 2: The WER under different tournament strategies

<table>
<thead>
<tr>
<th>VOCAB</th>
<th>$L_{ij}$</th>
<th>RAND1</th>
<th>RAND500</th>
<th>RAND1000</th>
<th>WORLD CUP</th>
</tr>
</thead>
<tbody>
<tr>
<td>75</td>
<td>2.33584</td>
<td>1.87198</td>
<td>1.82047</td>
<td>1.91467</td>
<td>2.12777</td>
</tr>
<tr>
<td>150</td>
<td>3.31072</td>
<td>2.88505</td>
<td>2.71881</td>
<td>2.72809</td>
<td>2.79516</td>
</tr>
<tr>
<td>300</td>
<td>5.22513</td>
<td>4.41428</td>
<td>4.34608</td>
<td>4.28930</td>
<td>3.81583</td>
</tr>
<tr>
<td>600</td>
<td>7.39268</td>
<td>6.15828</td>
<td>6.13085</td>
<td>5.91440</td>
<td>5.93883</td>
</tr>
</tbody>
</table>

Table 1 shows the result of this experiment. The first column shows the vocabulary size of the system (identical to the number of classes)\(^5\). The second column shows the word error rate (WER) using just $L_{ij}$, and the third column shows WER using $S_{ij}$. As can be seen, the WER decreases significantly with this approach. Note also that no additional free parameters are used to obtain these improvements.

### 3 Playing Games

We may view either $L_{ij}$ or $S_{ij}$ as providing a score of class $i$ over $j$ — when positive, class $i$ wins, and when negative, class $j$ wins. In general, the classification procedure may be viewed as a tournament-style game, where for a given sample $x$, different classes correspond to different players. Players pair together and play each other, and the winner goes on to play another match with a different player. The strategy leading to table 1 required a particular class presentation order — in that case the order was just the numeric ordering of the arbitrarily assigned integer classes (corresponding to words in this case).

Of course when $L_{ij}$ alone is used, the order of the comparisons do not matter, leading to a transitive game [5] (the order of player pairings do not change the final winner). The quantity $S_{ij}$, however, is not guaranteed to be transitive, and when used in a tournament it results in what is called an intransitive game[5]. This means, for example, that $A$ might win over $B$ who might win over $C$ who then might win over $A$. Games may be depicted as directed graphs, where an edge between two players point towards the winner. In an intransitive game, the graph contains directed cycles. There has been very little research on intransitive game strategies — there are in fact a number of philosophical issues relating to if such games are valid or truly exist. Nevertheless, we derived a number of tournament strategies for playing such intransitive games and evaluated their performance in the following.

Broadly, there are two tournament types that we considered. Given a particular ordering of the classes $\{c_1, c_2, \ldots, c_N\}$, we define a sequential tournament when $c_1$ plays $c_2$, the winner plays $c_3$, the winner plays $c_4$ and so on. We also define a tree-based tournament when $c_1$ plays $c_2$, $c_3$ plays $c_4$, and so on. The tree-based tournament is then applied recursively on the resulting $N/2$ winners until a final winner is found.

Based on the above, we investigated several intransitive game playing strategies. For RAND1, we just choose a single random tournament order in a sequential tournament. For RAND500, we run 500 sequential tournaments, each one with a different random order. The ultimate winner is taken to be the player who wins the most tournaments. The third strategy plays 1000 rather than 500 tournaments. The final strategy is inspired by world-cup soccer tournaments: given a randomly generated permutation, the class sequence is

---

\(^5\)The 75-word case is an average result of 8 experiments, the 150-word case is an average of 4 cases, and the 300-word case is an average of 2 cases. There are 7291 separate test samples in the 600-word case, and on average about 911 samples per 75-word test case.